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Abstract:

Kolmogorov complexity was originated independently, in the 60s by Kolmogorov, Solomono
and Chaitin. Informally, the Kolmogorov complexity of a string x is the length of the smallest
program that generates x. Shannon entropy, H(), was introduced in 1948 by C.E. Shannon
{1916-2001) and quanti es the uncertainty about the results of an experiment, i.e. it measures
the number of bits necessary to describe an outcome from an event. Kolmogorov complexity
and Shannon entropy are conceptually dif erent, as the former is based on the length of
programs and the later in probability distributions. However, it is known that, for any recursive
probability distribution, the expected value of the Kolmogorov complexity equals the Shannon
entropy. Tsallis and Renyi entropies of order o (T, and R,, , respectively) are two generalizations
of Shannon entropy, such that for any probability distribution P, 13{(P) = Ry(P) =
H(P). We study the relationship between those three kinds of entropy with Kolmogorov
complexity, showing that the expected value of the Kolmogorov complexity only equals Renyi
and Tsallis entropies of order 1. We prove that the expected value of the time-bounded
Kolmogorov complexity equals the Shannon entropy for distributions such that the cumulative
probability distribution is computable in an alloted time. So, for these distributions, Shannon
entropy is a function that captures the notion of computationally accessible information. An
important constructive semi-measure based on Kolmogorov complexity is the universal semi-
measure m(z) = 275 which dominates any other constructive semi-measure , in the sense
that there is a constant ¢, = 27K such that, for all 2, m(x) > c,pu (z). We study the Tsallis
and Renyi entropies of the universal time-bounded distribution m'(z), proving that, for this
distribution, both entropies converge if and only if o > 1.
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