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Abstract

We show that the stationary solutions of the canonical AKNS hierarchy of non-linear evolution equations yield perturbations of Dirac operators that satisfy a strict form of Huygens’ principle. Namely, the domain of dependence of such Dirac operators at a given point \( y \) is contained in the light-cone’s hypersurface issued from \( y \). By canonical AKNS hierarchy we mean that the differential polynomials defining the flows are isobaric with respect to certain weights. The method we employ is of interest by itself. Indeed, we consider the Riesz kernels associated to a given hyperbolic differential operator and expand the fundamental solution of perturbations of this operator in a series in such Riesz kernels. Using the coefficients of this Hadamard type expansion we introduce a family of vector fields. For the D’Alembertian such vector field family corresponds to the KdV hierarchy and for the Dirac operators they include the AKNS one.
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1 Introduction

The Korteweg-de Vries (KdV) equation

\[ u_t = 6uu_x - u_{xxx} \tag{1.1} \]

and the cubic nonlinear Schrödinger equation (NLS) are prototypes of completely integrable systems in infinite dimensions. Such complete integrability comes as part of a full package of surprising connections among seemingly unrelated areas ranging from spectral theory of differential operators to Liouville integrable particle systems [10, 28, 29].

The complete integrability of (1.1) is intrinsically connected to the fact that it is one of the flows of an infinite hierarchy of commuting Hamiltonian flows canonically associated to the resolvent expansion of a Schrödinger operator of the form \(-\partial_x^2 + u\). In a similar fashion, the NLS is connected with a more general hierarchy which is known as the Ablowitz-Kaup-Newell-Segur (AKNS) hierarchy [1]. Here again, we have the spectral theory of a certain operator playing a crucial role. See [14, 15].

The present work is concerned with yet another surprising connection between completely integrable systems and the strict form of Huygens’ principle. The latter consists of an interesting situation where the support of the fundamental solution \(\Phi(x,y)\) to a hyperbolic differential operator \(L = L(x,\partial_x)\) is contained in the surface of the light-conoid associated to the principal part of \(L\). See [19, 13].

We shall refer, henceforth, to operators satisfying Huygens’ principle in its strict form as operators of Huygens’ type or say they satisfy Huygens’ principle. An example of operator where Huygens’ principle holds is the wave-operator \(\Box \overset{\text{def}}{=} \partial_0^2 - \sum_{i=1}^n \partial_i^2\), whenever \(n > 1\) is an odd integer. It does not hold, however, if \(n\) is even or \(n = 1\). Another important example, for odd \(n\), is the free (massless) Dirac operator

\[ \Box \overset{\text{def}}{=} \sum_{\mu=0}^n \gamma^\mu \partial_\mu \tag{1.2} \]

where \(\{\gamma^\mu\}_{\mu=0}^n\) is the set of Dirac matrices associated to the Minkowski pseudo-metric \((g^{\mu\nu})_{\mu,\nu=0}^n = \text{diag}[1,-1,\cdots,-1]\) and satisfying the Clifford relations

\[ \gamma^\mu \gamma^\nu + \gamma^\nu \gamma^\mu = 2g^{\mu\nu}I \quad \mu,\nu = 0,\cdots,n \tag{1.3} \]

The surprising connection alluded above is the fact that large classes of Huygens’ type operators can be constructed perturbing \(\Box\) by special solutions of completely integrable hierarchies of nonlinear evolution equations. One such example is provided by the rational solutions of the Korteweg-de Vries (KdV) hierarchy decaying at infinity. By that we mean, rational functions that remain rational when evolved by the equations of the KdV hierarchy, and that decay at infinity. They were subject of extensive investigation in now classical papers [2, 3, 9]. Such family of Huygens’
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Type operators were found by Lagnese and Stellmacher as counter-examples to a conjecture attributed to Hadamard. Lagnese and Stellmacher, in fact, were not aware of the connection with soliton theory, which at the time of [21] was at its infancy. This connection was made clear only in the reference [25]. In soliton language, they showed that if $u(\cdot)$ is a stationary rational solution of the KdV hierarchy decaying at infinity, then for sufficiently large odd $n$ the operator

$$\mathcal{L} = \square - u(x^0)$$

(1.4)

is of Huygens’ type. Furthermore, under an analyticity requirement on $u(\cdot)$, they showed that if $\mathcal{L}$ in (1.4) is Huygens, then it is necessarily in the class of rational solutions of the KdV hierarchy decaying at infinity.

Another surprising connection was found by Y. Berest in the context of soliton solutions of the KdV hierarchy and two-variable perturbed $\square$. See [7].

In a previous work [8], we generalized the result of Lagnese-Stellmacher by showing that any pair $(q, r) = (q(x^0), r(x^0))$ in a certain family of rational solutions of the AKNS hierarchy yields perturbations of Dirac operators of Huygens’ type. More precisely, the operator

$$\mathcal{D} \overset{\text{def}}{=} \mathcal{P} - \frac{q + r}{2} I + \frac{q - r}{2} \tilde{\mathcal{G}}$$

(1.5)

where $\tilde{\mathcal{G}} \overset{\text{def}}{=} (-1)^{(n-1)/4} \gamma_0 \gamma^1 \cdots \gamma^n$, turns out to be of Huygens’ type, for sufficiently large odd $n$.

Our main result, in the present article, deepens such connection by showing that if $(q(x^0), r(x^0))$ is a stationary solution of the (canonical) AKNS hierarchy, then $\mathcal{D}$ as in (1.5) is also of Huygens’ type. To prove this result, we rely on the Hadamard’s ansatz for the fundamental solution $\Psi(x; y)$ of the Dirac operator $\mathcal{D}$ of the form

$$\Psi(x; y) = \sum_{k=0}^{\infty} \left\{ \Theta^{\alpha_0 + 2k}(x - y)s_{2k}(x, y) + \Lambda^{\alpha_0 + 2k}(x - y)s_{2k+1}(x, y) \right\},$$

where as defined below $\Lambda^\alpha$ and $\Theta^\alpha = \mathcal{P}\Lambda^\alpha$ are Riesz kernels of the operator $\mathcal{P}$ and $\alpha_0 = -n + 1$. The approach to prove our main result is of interest by itself since it relies on a connection between the coefficients $(s_k)_{k=0}^\infty$ and the AKNS hierarchy. Furthermore, we show that the series for $\Psi$ terminates iff $(q, r)$ are stationary solution of the AKNS hierarchy.

In the final section, we introduce the concept of a Hadamard’s hierarchy. We show that for operators of the form (1.5) the Hadamard’s hierarchy coincides with the canonical AKNS hierarchy for $(q, r)$. This conjoined with the fact that for wave type operators as in (1.4) the Hadamard’s hierarchy coincides with the KdV hierarchy leads to the problem of classifying Hadamard’s hierarchies according to their integrability.

The structure of this article goes as follows:

In the remaining part of this section, we recall the construction of the Hadamard’s series. In Section 2, we recall the definition of Huygens’s principle, and the construc-
tion of the AKNS and KdV hierarchies. Then, we discuss what we call the canonical AKNS hierarchy.

In Sections 3 and 4 we prove, for wave operators and for Dirac operators, respectively, our main results and show how to apply them to construct examples of operators of Huygens type.

Finally, in Section 5 we introduce the concept of Hadamard’s hierarchy and show how it reduces to the KdV and AKNS hierarchies in the wave and Dirac operator case. We also show examples of matrix-wave operators of Huygens type which seem to appear for the first time in the literature. This also allows us to suggest a matrix generalization of the Miura transformation.

1.1 The Hadamard’s Series

Let \( L = L(x, \partial_x) \) be a hyperbolic differential operator of order \( \kappa \) acting on vector valued functions of the variable \( x = (x^0, x^1, \ldots, x^n) \in \mathbb{R}^{n+1} \). We set the pseudo-norm \( \| \cdot \|_L \) to be the one induced by the principal part of \( L \). See [19]. For a nonempty open set \( \mathcal{O} \subset \mathbb{R}^{n+1} \) we assume that there exists \( C \ni \alpha \mapsto -\alpha(\cdot, \cdot) \in D'(\mathcal{O} \times \mathcal{O}) \), a holomorphic family of distributions such that for some \( \alpha_0 \in \mathbb{Z} \) we have

\[
\begin{align*}
\bullet \quad & R^{\alpha_0-\kappa}(x, y) = \delta_y(x), \\
\bullet \quad & LR^{\alpha} = R^{\alpha-\kappa}.
\end{align*}
\]

We call \( R^{\alpha} \) a Riesz kernel associated to \( L \).

It is immediate that \( R^{\alpha_0} \) is a fundamental solution of \( L \). See [4, 5] for motivation and examples. We have that \( L \) possesses Huygens’ property in \( \mathcal{O} \) iff

\[
\text{supp} R^{\alpha_0}(\cdot, y) \subset \{ x \in \mathbb{R}^{n+1} ||x - y||_L = 0 \} , \forall y \in \mathcal{O} .
\]

Now, consider perturbations of \( L \) of the form \( L + u(x) \) and its fundamental solution \( \Psi(x; y) \), i.e.,

\[
(L + u(x))\Psi(x; y) = \delta_y(x) .
\]

with \( \Psi(x; y) \) given by the formal series expansion

\[
\Psi(x; y) = \sum_{k=0}^{\infty} R^{\alpha_0+\kappa k}(x, y)s_k(x, y) .
\]

The above equation holds if \( u \) is analytic or if the formal series expansion is a finite sum [6]. In most of what follows, we shall consider analytic perturbations and therefore fall within such framework. The results that will follow are certainly extensible to more general instances but we will not dwell on this matter here. The coefficients \( s_k \) are called Hadamard’s coefficients and \( (s_k)_{k=0}^{\infty} \) is called Hadamard’s sequence.
The requirement (1.6) imposes that the coefficients $s_k$ obey a certain recursion that could be explicitly obtained in some particular cases. Such recursion will be referred to as Hadamard’s recursion. In general the Hadamard’s coefficients are uniquely determined imposing their regularity in the vicinity of the vertex of the light-cone, i.e., when $y \to x$.

2 Preliminary Results and Background

In this section we collect a few preliminary results that will be used in the sequel. Subsection 2.1 concerns transformations that trivially preserve Huygens’ property for Dirac type operators. Subsection 2.2 deals with a construction of the canonical flows of the AKNS hierarchy that, albeit now standard, is crucial for some of the results of the present article. We omit the motivation for the AKNS construction and refer the interested reader to the literature [1, 23].

2.1 Huygens Preserving Transformations

It is natural to seek transformations that trivially preserve Huygens’ property. We focus on the Dirac operators. One can show that the following transformations preserve Huygens property [8]:

1. Change of independent variables by a smooth diffeomorphism:
   \[
   \tilde{x}^\mu = f^\mu(x^0, \cdots, x^n), \; \mu = 0, \cdots, n, \; \text{with} \; \det(\partial_{\mu} f^\nu)_{\mu,\nu=0,\cdots,n} \neq 0.
   \]

2. Left multiplication:
   Take $D \mapsto \tilde{D} = \Xi(x) D$ and $\Psi \mapsto \tilde{\Psi} = \Psi \Xi(y)^{-1}$, where $\Xi \in C^1(\mathbb{R}^{n+1};\mathbb{R}^{N\times N})$ and $\Xi(x)$ is a non-singular matrix for all $x$.

3. Factor transformations:
   Let $\rho$ be a non-singular smooth matrix-valued function, i.e.,
   \[
   \rho = \rho_\phi I + \rho_\mu \gamma^\mu + \bar{\rho}_\mu \gamma^\mu \bar{\gamma} + \bar{\rho} \bar{\gamma},
   \]
   where $\rho_\phi$, $\rho_\mu$, $\bar{\rho}_\mu$ and $\bar{\rho}$ are smooth functions with $\det(\rho(x)) \neq 0$, for all $x$ in the domain under consideration. The factor transformation consists in the mapping $D \mapsto \tilde{D} = \rho(x) D \rho(x)^{-1}$ and $\Psi \mapsto \tilde{\Psi} = \rho(x) \Psi \rho(y)^{-1}$.

Two Dirac operators that are related by means of compositions of the above transformations will be called trivially equivalent.
2.2 The AKNS and the KdV Hierarchies

Let us recursively define three sequences of differential polynomials \( \{e_l\}_{l=0}^\infty \), \( \{f_l\}_{l=0}^\infty \), and \( \{h_l\}_{l=0}^\infty \) on the functions \( q = q(x) \) and \( r = r(x) \) as follows:

For \( l = 0, 1, \cdots \) we set

\[
\begin{align*}
    e_{l+1} &= qh_l + \frac{1}{2} \partial_x e_l , \\
    f_{l+1} &= rh_l - \frac{1}{2} \partial_x f_l , \\
    h_{l+1} &= -\frac{1}{2} \sum_{m+n = l+1 \atop m, n \geq 1} (e_m f_n + h_m h_n) 
\end{align*}
\]

with

\[
e_0 = f_0 = 0 \quad h_0 = 1 .
\]

**Definition 2.1.** The system of (nonlinear partial differential) equations

\[
\begin{align*}
    q_t &= 2e_{\ell+1}(q, \ldots, \partial^{\ell+1}_x q; r, \ldots, \partial^{\ell+1}_x r) , \\
    r_t &= -2f_{\ell+1}(q, \ldots, \partial^{\ell+1}_x q; r, \ldots, \partial^{\ell+1}_x r) .
\end{align*}
\]

will be called the \( \ell \)-th equation (or the \( \ell \)-th flow) of the AKNS hierarchy.

One motivation of the above construction, which will be relevant to the sequel, is the following: Let

\[
R_\ell \overset{\text{def}}{=} (R_0 k^\ell + R_1 k^{\ell-1} + \cdots + R_\ell)
\]

where

\[
R_\ell \overset{\text{def}}{=} e_\ell E + f_\ell F + h_\ell H
\]

with

\[
H = \text{diag}[1, -1] \quad \text{and} \quad E = F^\top = \begin{bmatrix} 0 & 1 \\ 0 & 0 \end{bmatrix} .
\]

One can show \([23, 30]\) that equation (2.5) implies the compatibility condition of

\[
\partial_x \Psi = (kH + Q)\Psi \overset{\text{def}}{=} (kH + qE + rF)\Psi ,
\]

and

\[
\partial_t \Psi = R_\ell \Psi .
\]

It is well-known that the flows generated by (2.5) commute with one another and thus it makes sense to consider \( q \) and \( r \) as functions of arbitrarily many time variables \( t_1, t_2, \cdots \). In fact, they are Hamiltonian vector fields whose corresponding Hamiltonian are in involution with one another \([1, 23]\). Furthermore, the AKNS hierarchy
comes as the compatibility condition of equations (2.8) and (2.9) for arbitrary \( \ell \). Such compatibility condition can be expressed for \( l = 0, 1, \cdots \)

\[
\begin{align*}
\epsilon_{t+1} &= qh_t + \frac{1}{2} \partial_x \epsilon_t, \\
\eta_{t+1} &= rh_t - \frac{1}{2} \partial_x \eta_t, \\
\partial_x h_{t+1} &= \eta_{t+1} q - \epsilon_{t+1} r.
\end{align*}
\]

**Remark 2.1.** The recursion (2.1–2.3) is one possible solution of such recursive system of equations. In fact, one can characterize the recursion (2.1–2.3) as the only such solution whose term \( h_k \) is an isobaric differential polynomial on \( q \) and \( r \) with weight \( k \) if we give \( \partial_q^l q \) and \( \partial_r^l r \) weight \( l+1 \). Also \( e_k \) and \( f_k \) are isobaric of weight \( k \). In this sense, we shall refer to Equation (2.5) with \( (e_t, f_t) \) as in (2.1–2.3) as the canonical AKNS hierarchy. Other choices of the integration constant in Equation (2.12) lead to linear combinations of the \( k \)-th canonical flow with lower order flows [23, 11].

**Lemma 2.1.** For \( k \geq 1 \), the canonical \( h_k \) is a differential polynomial with none of its monomials depending only on \( q \) or \( r \), i.e.,

\[
h_k = \sum_{\sum_i (m_i + 1)n_i + (m'_i + 1)n'_i = k} \alpha_{m_i, n_i, m'_i, n'_i} \prod_{i \geq 0} (q^{(m_i)})^{n_i} (r^{(m'_i)})^{n'_i},
\]

with \( \alpha_{m_i, n_i, m'_i, n'_i} \in \mathbb{R} \).

**Proof.** Suppose \( q = 0 \) and \( r \) arbitrary. Then, from Equation (2.1) we find \( \epsilon_{t+1} = \frac{1}{2} \partial_x \epsilon_t \), \( e_0 = 0 \) and then \( e_t = 0, \forall k \). From Equation (2.3), we write

\[
h_{t+1} = -\frac{1}{2} \sum_{m+n = \ell + 1} h_n h_m
\]

and we prove that \( h_k = 0, k \geq 1 \), by induction in \( k \), starting from \( k = 1 \). So, \( h_{k+1} = h_{k+1}[q, r; q^{(1)}, r^{(1)}; \cdots, q^{(k-1)}, r^{(k-1)}] \) cannot have any monomial depending on \( r, r^{(1)}, r^{(2)}, \cdots, r^{(k-1)} \). The same holds true if \( q \) is arbitrary and \( r = 0 \). \( \square \)

**Lemma 2.2.** Given two different solutions of recursion (2.10–2.12), \( (e^1_{k}, f^1_{k}, h^1_{k}) \) and \( (e^2_{k}, f^2_{k}, h^2_{k}) \), there exists constants \( d_k, k \geq 0, \) with \( d_0 = 1 \), such that

\[
(e^2_{k}, f^2_{k}, h^2_{k}) = \sum_{i=0}^{k} d_{k-i} (e^1_{i}, f^1_{i}, h^1_{i}).
\]

**Proof.** Let \( (e^0_{k}, f^0_{k}, h^0_{k}) \) be the canonical AKNS. Then both \( (e^j_{k}, f^j_{k}, h^j_{k}), j = 1, 2 \) can be written as (see [16])

\[
(e^j_{k}, f^j_{k}, h^j_{k}) = \sum_{i=0}^{k} d^j_{k-i} (e^0_{i}, f^0_{i}, h^0_{i}), \quad d^0_0 = 1.
\]

\( \square \)
Remark 2.2. If, in the above construction, we impose $r = 1$, and restrict ourselves to the odd flows, we have the KdV hierarchy. If we start from the canonical AKNS, then we shall call such particularization the canonical KdV hierarchy.

An important class of solutions of the AKNS hierarchy is characterized by the fact that all the sufficiently high flows of such hierarchy vanish. This is the case, for instance, of the rational solutions of the AKNS studied in [31, 24]. This leads naturally to the following:

Definition 2.2. We say that $(q, r)$ is a stationary solution of the AKNS hierarchy if there exists $k_0 \geq 1$ such that $e_k[q, r] = f_k[q, r] = 0$ for all $k \geq k_0$.

3 Huygens’ Principle for Matrix Wave Operators

We start by defining a family of Riesz kernels for $\Box$. See [6, 12] for details on such construction. For $\Re \alpha > 0$ we define $\Lambda_+^\alpha = N(\alpha)\lambda_+^\alpha$ with

$$\lambda_+^\alpha = \begin{cases} (x^0)^2 - \sum_{i=0}^{n} (x^i)^2 \alpha/2 & \text{for } (x^0)^2 \geq \sum_{i=0}^{n} (x^i)^2 \\ 0 & \text{otherwise} \end{cases}$$

$$N(\alpha) = \frac{1}{2} \left[ 2^{\alpha+n-\alpha(n-1)/2} \Gamma \left( \frac{\alpha + n + 1}{2} \right) \Gamma \left( \frac{\alpha + 1}{2} \right) \right]^{-1},$$

and extend such family as a holomorphic family of distributions in $\mathcal{D}'(\mathbb{R}^{n+1})$ for all $\alpha \in \mathbb{C}$. $N(\alpha)$ obeys the recursion

$$(\alpha + 2)(\alpha + n + 1)N(\alpha + 2) = N(\alpha).$$

For $\alpha = -2, -4, -6, \cdots$ or $\alpha = -n - 1, -n - 3, \cdots$, $\Lambda_+^\alpha(\cdot; y) \subset C(y)$.

Let us consider an operator of the form

$$\Box \otimes I + u,$$

where $I$ is the identity matrix and $u$ is a given matrix potential. Then, a formal fundamental solution is given by

$$\Psi(x; y) = \sum_{k=0}^{\infty} \Lambda_-^{n+1+2k}(x - y)w_k(x, y),$$

where the Hadamard’s coefficients $w_k$ obey the recursion

$$w_0 = I,$$

$$w_k + \frac{1}{k}(x^\mu - y^\mu)\partial_\mu w_k = -(\Box \otimes I + u)w_{k-1}.$$
Theorem 3.1. Let $n > 1$ be an odd integer. If the Hadamard’s coefficients in the expansion (3.4) of the operator $\Box \otimes I + u$ vanish $\forall k \geq k_0 \overset{\text{def}}{=} (n-1)/2$ then the operator is of Huygens’ type.

The condition that $w_k = 0$ for every $k \geq k_0$ is crucial for all that follows and it motivates us to say that the Hadamard’s expansion is terminating or truncating at $k_0 - 1$.

The relations between Huygens’ principle for scalar wave operator and the KdV Hierarchy can be established by means of the following result:  

Theorem 3.2. Assume that $u$ is a scalar function depending only on the time variable $x^0$ and let $W_k(x^0)$ denote the Hadamard’s coefficient $w_k(x, y)$ of Equation (3.4) along the diagonal $y = x$. Then, for $k = 1, 2, \cdots$, $W_k(x^0) = W_k[u](x^0)$ is a differential polynomial in $u$ such that

$$X_k[u](x^0) \overset{\text{def}}{=} \partial_{x^0} W_k[u](x^0) ,$$

(3.5)

is the $k$-th vector field of the canonical KdV hierarchy.

Proof. First notice that because of Equation (3.4), the assumption that $u$ depends only on $x^0$, and the fact that the Hadamard’s coefficients must be bounded when $x \rightarrow y$ one can show by induction that the quantity $w_k(x, y)$ only depends on $(x^0, y^0)$. Now we set

$$W_k^p \overset{\text{def}}{=} \lim_{y^0 \rightarrow x^0} \partial_{y^0}^p w_k(x, y) .$$

and differentiate $p$ times the second equation in (3.4), in the scalar case, with respect to $x^0$. Upon taking the limit $y^0 \rightarrow x^0$ we get

$$\frac{k + p}{k} W_k^p = -W_{k-1}^{p+2} - \sum_{i=0}^{p} \binom{p}{i} u^{(p-i)} W_{k-1}^i .$$

(3.6)

Equation (3.6) defines a recursion with initial condition given by $W_0^p = \delta_0^p$, where $\delta_0^0 = 1$ and $\delta_0^p = 0$ for $p \neq 0$ is the Kronecker delta. Modulo numerical constants, this is equivalent to the linear recursion relation satisfied the KdV-hierarchy differential polynomials $H_k^p(x^0) = (-1)^k W_k^p(x^0)/k!$ introduced in the proof of Theorem 5.3 in [26].

4 Huygens’ Principle for Dirac Operators

Let $((g^{\mu\nu})) = \text{diag}[1, -1, \cdots, -1]$ denote the Minkowski tensor. Associated to $g^{\mu\nu}$ we construct a Clifford Algebra. It is an associative algebra (with identity $I$) over the reals generated by all linear combinations of the form

$$(\gamma^0)^{m_0}(\gamma^1)^{m_1} \cdots (\gamma^n)^{m_n}, \quad m_\mu \in \{0, 1\} ,$$

$^1$F.A.C.C.C. thanks Prof. Schimming for mentioning such result.
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where the matrices \( \{ \gamma^\mu \} \), obey the relation \( \gamma^\mu \gamma^\nu + \gamma^\nu \gamma^\mu = 2g^{\mu\nu}I \). The Dirac matrices \( \{ \gamma^\mu \} \), are linearly independent [18, 22]. They satisfy

\[
(\gamma^0)^\dagger = \gamma^0, \quad (\gamma^i)^\dagger = -\gamma^i, \quad (\bar{\gamma})^\dagger = \bar{\gamma} \overset{\text{def}}{=} (-1)^{(n-1)/4} \gamma^0 \gamma^1 \cdots \gamma^n. \tag{4.1}
\]

Dirac operators are defined by [27]:

\[
\mathcal{D} = \gamma^\mu \partial_\mu + v,
\]

where the summation for repeated indexes is implied. We shall adopt the notation \( \partial = \gamma^\mu \partial_\mu \) and restrict ourselves to the case where \( v \) is a linear combination of \( I \) and \( \bar{\gamma} \). It is easy to see that

\[
\partial^2 = \Box \otimes I. \tag{4.2}
\]

For odd \( n \) (and only in this case), \( \bar{\gamma} \) is uniquely defined, modulo a sign, from the relations \( \bar{\gamma} \gamma^\mu + \gamma^\mu \bar{\gamma} = 0, \mu = 0, 1, \cdots, n \) and \( \bar{\gamma}^2 = I \).

We recall a fundamental solution of the Dirac operator is \( \Psi(\cdot; \cdot) \in \mathcal{D}'(\mathcal{O} \times \mathcal{O}) \) such that

\[
(\partial + v)\Psi(\cdot; y) = \delta_y,
\]

where \( \delta_y \) denotes the Dirac-delta distribution supported in an arbitrary point \( y \) in space-time.

From Equation (4.2) we can see that \( \partial \Lambda^\alpha \) is a fundamental solution of the free Dirac operator \( \partial \) whenever \( \Lambda^\alpha \) is a fundamental solution of wave operator.

This motivates the definition of a family of distributions

\[
\Theta^\alpha \overset{\text{def}}{=} \partial \Lambda^\alpha, \tag{4.3}
\]

defined in the same way the kernels \( \Lambda^\alpha \) were defined in [12]. These are the Riesz kernels, as introduced in Subsection 1.1, with \( \alpha_0 = -n + 1 \) and \( \kappa = 1 \), such that the restriction of \( \alpha \) to the integers gives

\[
\mathcal{R}^{-n-1+\alpha} = \begin{cases} 
\Theta^{-n+\alpha} & \text{if } \alpha \text{ is odd} \\
\Lambda^{-n-1+\alpha} & \text{if } \alpha \text{ is even.} 
\end{cases} \tag{4.4}
\]

It is easy to see that

\[
\Theta^\alpha = \frac{\Lambda^{\alpha-2}}{\alpha + n - 1} \Gamma, \tag{4.5}
\]

\[
\partial_\mu \Lambda^\alpha = \frac{x_\mu - y_\mu}{\alpha + n - 1} \Lambda^{\alpha-2}, \tag{4.6}
\]

\[
\gamma^\mu \Theta^\alpha = \frac{2}{\alpha + n - 1} \Lambda^{\alpha-2} - \Theta^\alpha \gamma^\mu, \tag{4.7}
\]

for \( \alpha \neq -n + 1 \), with \( \Gamma \overset{\text{def}}{=} \gamma^\mu (x_\mu - y_\mu) \).

**Remark 4.1.** The free Dirac operator in dimension \( n \) obeys Huygens’ principle if, and only if, \( n \) is odd.
We look for a solution $\Psi$ to (1.5) that takes the form of a series expansion such as

$$\Psi(x, y) = \sum_{k=0}^{\infty} \left\{ \Theta^{a_0+2k}(x-y)s_{2k}(x, y) + \Lambda^{a_0+2k}(x-y)s_{2k+1}(x, y) \right\}, \quad (4.8)$$

where $s_k = s_k(x, y)$ is a smooth matrix coefficient and $a_0 = -n + 1$.

We will be concerned with fields of the form $v = aI + \bar{a}\bar{\gamma}$ and $v^* = aI - \bar{a}\bar{\gamma}$. We shall assume that $a$ and $\bar{a}$ are independent analytic functions$^2$.

**Remark 4.2.** Consider a general $2 \times 2$ matrix $A = A(x^0)$. Then, we write

$$A \otimes I' = aI + \bar{a}\bar{\gamma} + \theta\gamma^0 + \bar{\theta}\bar{\gamma}^0,$$

where $\theta = \theta(x^0)$ and $\bar{\theta} = \bar{\theta}(x^0)$ are scalar functions and $I'$ is the identity matrix with rank half of that of the Clifford algebra under consideration. From the equivalence

$$e^{-\int_{x^0}^{x} \theta(x)dx} e^{\int_{x^0}^{x} \theta(x)dx} (\varnothing + aI + \bar{a}\bar{\gamma}) e^{\int_{x^0}^{x} \theta(x)dx} e^{-\int_{x^0}^{x} \theta(x)dx} I = \varnothing + aI + \bar{a}\bar{\gamma} + \theta\gamma^0 + \bar{\theta}\bar{\gamma}^0,$$

we see that the case treated above is the most general effective $2 \times 2$ perturbation of the free Dirac operator.

Applying $\varnothing + v$ to $\Psi$ we find

$$(\varnothing + v)\Psi = \Lambda^{a_0-2} \left[ s_0 + \frac{2}{a_0 + n - 1} (x^\mu - y^\mu) \partial_\mu s_0 \right]$$

$$+ \sum_{k=0}^{\infty} \Theta^{a_0+2k} \left[ -\varnothing s_{2k} + s_{2k+1} + v^* s_{2k} \right]$$

$$+ \sum_{k=1}^{\infty} \Lambda^{a_0+2k-2} \left[ s_{2k} + \frac{2}{a_0 + 2k + n - 1} (x^\mu - y^\mu) \partial_\mu s_{2k} + \varnothing s_{2k-1} + v s_{2k-1} \right].$$

Equating $(\varnothing + v)\Psi = \Lambda^{-n-1}$ we find Hadamard’s recursion:

$$s_0 = I,$$

$$s_{2k+1} = (\varnothing - v^*)s_{2k},$$

$$s_{2k} + \frac{1}{k} (x^\mu - y^\mu) \partial_\mu s_{2k} = -(\varnothing + v)s_{2k-1}. \quad (4.9)$$

This leads to a way of constructing explicit examples of Huygens potentials for Dirac operators by making use of the following [8]:

**Theorem 4.1.** Let $n \geq d \in \mathbb{N}$ be an odd integer. If the Hadamard’s coefficients $s_k$ for the operator $\varnothing + v$ vanish for all $k \geq d$, then $\varnothing + v$ is a Huygens’ type operator.

$^2$We stress that $a,\bar{a}$ and $v,v^*$ do not refer to complex conjugation operations.
Notice that under the assumption that \( u \) depends only on \( x^0 \), and the fact that the Hadamard’s coefficients must be bounded when \( y \to x \) one can show by induction that the quantity \( s_k(x, y) \) only depends on \((x^0, y^0)\) and thus (4.9) can be re-written as

\[
s_0 = I, \\
s_{2k+1} = \gamma^0 \partial_0 s_{2k} - v^* s_{2k}, \\
s_{2k} + \frac{1}{k} (x^0 - y^0) \partial_0 s_{2k} = -\gamma^0 \partial_0 s_{2k-1} - v s_{2k-1}.
\] (4.10)

We solve the first terms to get

\[
s_0(x^0, y^0) = I, \\
s_1(x^0, y^0) = -a(x^0) I + \bar{a}(x^0) \bar{\gamma}, \\
s_2(x^0, y^0) = \frac{1}{x^0 - y^0} \int_{x^0}^{y^0} (a(z)^2 - \bar{a}(z)^2) dz I + \frac{a(x^0) - a(y^0)}{x^0 - y^0} \gamma^0 - \bar{a}(x^0) - \bar{a}(y^0) \gamma^0 \bar{\gamma}, \\
s_3(x^0, y^0) = \frac{a'(x^0) - a(x^0) - a(y^0)}{(x^0 - y^0)^2} - \frac{a(x^0)}{x^0 - y^0} \int_{x^0}^{y^0} (a(z)^2 - \bar{a}(z)^2) dz \right) I + \\
\left(-\frac{1}{(x^0 - y^0)^2} \int_{x^0}^{y^0} (a(z)^2 - \bar{a}(z)^2) dz + \frac{a(x^0) a(y^0)}{x^0 - y^0} - \frac{\bar{a}(x^0) \bar{a}(y^0)}{x^0 - y^0} \right) \gamma^0 + \\
\left(-\frac{\bar{a}'(x^0)}{x^0 - y^0} + \frac{\bar{a}(x^0)}{(x^0 - y^0)^2} + \frac{\bar{a}(x^0)}{x^0 - y^0} \int_{x^0}^{y^0} (a(z)^2 - \bar{a}(z)^2) dz \right) \bar{\gamma} + \\
\frac{a(x^0) \bar{a}(y^0) - a(y^0) \bar{a}(x^0)}{x^0 - y^0} \gamma^0 \bar{\gamma}.
\] (4.11)

As in the previous case of the wave operator, we can generate differential polynomials associated with the diagonal terms of the Hadamard’s recursion.

**Definition 4.1.** We define the diagonal terms of the Hadamard’s coefficients:

\[ p_k(x^0) = s_k(x^0, x^0). \]

In the present case, the polynomials will be related, as we could expect, to the AKNS hierarchy. More precisely, we find that

\[
p_0 = I, \\
p_1 = -aI + \bar{a} \bar{\gamma}, \\
p_2 = (a^2 - \bar{a}^2) I + a^* \gamma^0 - \bar{a}^* \bar{\gamma} \bar{\gamma}, \\
p_3 = \left( \frac{a''}{2} - a^3 + a\bar{a}^2 \right) I - \left( \frac{\bar{a}''}{2} + \bar{a}^3 - a\bar{a}^2 \right) \bar{\gamma} - (a\bar{a}' - a'\bar{a}) \gamma^0 \bar{\gamma}. \] (4.15) (4.16) (4.17) (4.18)
Definition 4.2. We define the diagonal terms of the Hadamard’s coefficients, complementing Definition 4.1

\[ p^X_k(x^0) = s^X_k(x^0, x^0), \]

with \( X = A, B, C, D \), where \( s^{A,B,C,D}_k \) are the projection of the matrix coefficient \( s_k \) in the direction of the elements of the base of the Clifford algebra \( I, \gamma^0, \bar{\gamma} \) and \( \gamma^0\bar{\gamma} \), respectively.

Our main result reads as follows:

Theorem 4.2. Let \( q, r \) be analytic functions related to \( a \) and \( \bar{a} \) by

\[ a = -\frac{q + r}{2}, \quad \bar{a} = \frac{q - r}{2}. \]

Then, the sequence \( (c_k, f_k, h_k)_{k=0}^\infty \) given by

\[
\begin{align*}
  c_k e_{2k+1} &\overset{\text{def}}{=} p^A_{2k+1} + p^C_{2k+1}, \\
  c_k e_{2k} &\overset{\text{def}}{=} p^B_{2k} + p^D_{2k}, \\
  c_k f_{2k+1} &\overset{\text{def}}{=} p^A_{2k+1} - p^C_{2k+1}, \\
  -c_k f_{2k} &\overset{\text{def}}{=} p^B_{2k} - p^D_{2k}, \\
  -c_k h_{2k+1} &\overset{\text{def}}{=} p^D_{2k+1}, \\
  c_k h_{2k} &\overset{\text{def}}{=} p^A_{2k},
\end{align*}
\]

where

\[ c_{k+1} = -\frac{2(k + 1)}{2k + 1} c_k, \quad c_0 = 1, \tag{4.20} \]

solves the canonical AKNS recursion (2.1–2.3).

Since the proof of this result is rather long, we start off by outlining it. First we shall prove that all terms in the Hadamard’s series are linear combinations of the matrices \( I, \gamma^0, \bar{\gamma} \) and \( \gamma^0\bar{\gamma} \) (Lemma 4.1). This allows breaking down the recursion into four different scalar recursions. Then comes Lemma 4.2, which is crucial in our proof. It will use Lemma A.1 (proved in the Appendix) in order to show symmetries of the Hadamard coefficients under the exchange of \( x \) and \( y \). These symmetries are fundamental to understand the relations between

\[
\partial^i_x p_k[u] = \partial^i_x \lim_{y \to x} s_k[u](x, y)
\]

and

\[
\lim_{y \to x} \partial^i_x s_k[u](x, y),
\]

for \( i, j = 0, 1, 2, \cdots \). Then, in Lemma 4.3 and Corollary 4.1, we construct a recursion for the diagonal coefficients, using the symmetries of Lemma 4.2. We also prove that one of these coefficients is always identically zero, and this simplifies our problem
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to three different differential recursions. This is the same number as in the AKNS recursions (2.1–2.3) or (2.10–2.12). Furthermore, in Corollary 4.1 and Remark 4.3, the recursion is equivalent to the AKNS recursion (2.10–2.12). In Lemma 4.4 we prove uniqueness of solutions of this recursion under certain conditions at infinity and prove that these conditions are satisfied by the diagonals of the Hadamard’s coefficients (Lemma 4.5). Finally, in Lemma 4.6 we prove that the diagonals of the Hadamard’s coefficients are isobaric differential polynomials in \( v \) and \( v^* \). The proof is then completed by showing that the coefficients in (4.19) are isobaric solutions to the AKNS recursion.

**Lemma 4.1.** Each term in the Hadamard’s series can be written as

\[
s_k = s_k^A I + s_k^B \gamma^0 + s_k^C \bar{\gamma} + s_k^D \gamma^0 \bar{\gamma},
\]

where \( s_k^X = s_k^X(x^0), \quad X = A, B, C, D, \) are complex functions.

**Proof.** This is a simple consequence of the fact that \( \{ I, \gamma^0, \bar{\gamma}, \gamma^0 \bar{\gamma} \} \) is the basis of the algebra generated by itself. \( \square \)

The Recursion (4.10) can then be written:

\[
\begin{align*}
s_{2k+1}^{A,C} &= \partial_0 s_{2k}^{B,D} - a s_{2k}^{A,C} + \bar{a} s_{2k}^{C,A}, \\
s_{2k+1}^{B,D} &= \partial_0 s_{2k}^{A,C} - a s_{2k}^{B,D} - \bar{a} s_{2k}^{D,B}, \\
\end{align*}
\]

\[
\begin{align*}
s_{2k}^{A,C} + \frac{1}{k}(x^0 - y^0)\partial_0 s_{2k}^{A,C} &= -\partial_0 s_{2k-1}^{B,D} - a s_{2k-1}^{A,C} - \bar{a} s_{2k-1}^{C,A}, \\
s_{2k}^{B,D} + \frac{1}{k}(x^0 - y^0)\partial_0 s_{2k}^{B,D} &= -\partial_0 s_{2k-1}^{A,C} - a s_{2k-1}^{B,D} - \bar{a} s_{2k-1}^{D,B}. \\
\end{align*}
\]

**Lemma 4.2.** Consider the Hadamard’s coefficients for the operator \( \phi + v \). Then

\[
\begin{align*}
s_{2k}^{A,B,D}(x^0, y^0) &= s_{2k}^{A,B,D}(y^0, x^0), \\
s_{2k}^{C}(x^0, y^0) &= -s_{2k}^{C}(y^0, x^0), \\
s_{2k+1}^{A,C}(x^0, y^0) &= s_{2k+1}^{A,C}(y^0, x^0) - \frac{1}{k+1}s_{2k+2}^{B,D}(x^0, y^0)(x^0 - y^0), \\
s_{2k+1}^{B}(x^0, y^0) &= -s_{2k+1}^{B}(y^0, x^0), \\
s_{2k+1}^{D}(x^0, y^0) &= s_{2k+1}^{D}(y^0, x^0). \\
\end{align*}
\]

This proof is the core of our main theorem in this section. Once again, we first outline it. We define a new complex matrix operator in \( n \) coordinates such that its square is the Laplacian in \( n \) Euclidean space coordinates. We reduce in 1 the total dimension of the space we are working with in order to have a new differential operator such that its fundamental solution possesses the same Hadamard’s coefficients of the original Dirac operator. This new operator is self-adjoint. By Lemma A.1 it follows the symmetry in \( x \) and \( y \) of the Hadamard’s coefficients.
Proof. Using Equation (4.5) we write the fundamental solution of \( \vartheta + v \) as

\[
\Psi(x; y) = \Theta^0 + \sum_{k=0}^{\infty} \Lambda^{10+2k} \left( s_{2k+1} + \frac{s_{2k+2}}{2(k+1)} \right) = \Theta^0 + (4.27)
\]

\[
\sum_{k=0}^{\infty} \Lambda^{10+2k} \left( \left( s_{2k+1}^A + \frac{x^0 - y^0}{2(k+1)} s_{2k+2}^B \right) \Gamma^0 + \left( s_{2k+1}^C + \frac{x^0 - y^0}{2(k+1)} s_{2k+2}^D \right) \Gamma^0 \right)
\]

\[
\frac{x_j - y_j}{2(k+1)} \left( s_{2k+2}^j \right) - s_{2k+2}^C \gamma^j - s_{2k+2}^D \gamma^0 \gamma^j \right) \right), \quad \alpha_0 = -n + 1.
\]

We define the following operator:

\[
\mathcal{P} = \gamma^0 \partial_0 + i \sum_{j=1}^{n'} \gamma^j \partial_j, \quad n' = n - 1.
\]

We immediately see that

\[
\mathcal{P}^2 = \sum_{j=0}^{n'} \partial_j^2 \overset{\text{def}}{=} \Delta_n. \quad (4.28)
\]

We write the Riesz kernels for \( \mathcal{P} \) as modifications of the ones for \( \vartheta \), i.e,

\[
\tilde{\Lambda}^\alpha(x, y) = \tilde{N}(\alpha)||x - y||^\alpha, \quad (4.29)
\]

\[
\tilde{\Theta}^\alpha = \mathcal{P} \tilde{\Lambda}^\alpha, \quad (4.30)
\]

where

\[
||x||_\mathcal{P} = \left[ \sum_{j=0}^{n'} (x_j^2) \right]^{1/2},
\]

\[
\tilde{N}(\alpha) = \frac{(-1)^{n'/2}}{2\alpha + n' + 1 \pi (n' - 1)/2 \Gamma(\alpha + 1/2) \Gamma(\alpha + n' + 1/2)}.
\]

These kernels have the properties

\[
\tilde{\Lambda}^{\alpha-2} = \mathcal{P} \tilde{\Theta}^\alpha = \Delta_n \tilde{\Lambda}^\alpha. \quad (4.31)
\]

This can be easily seen from Equation (4.28) and from the fact that

\[
\Delta_n \tilde{\Lambda}^\alpha = \tilde{N}(\alpha) \left( \partial_x^2 + \frac{n-1}{x} \partial_x \right) ||x|| = \tilde{N}(\alpha) \alpha(\alpha + n - 2) ||x||_{\mathcal{P}}^{\alpha-2} = \tilde{\Lambda}^{\alpha-2},
\]

where we used that

\[
\tilde{N}(\alpha) = (\alpha + 1) (\alpha + n) \tilde{N}(\alpha + 1) = (\alpha + 1) (\alpha + n + 1) \tilde{N}(\alpha + 2). \quad (4.32)
\]
This equation is similar to Equation (3.3) with \( n' \) instead of \( n \). This is the reason to ignore the variable \( x^n \), which is immaterial for the Hadamard’s coefficients, as they depend only on \( x^0 \) and \( y^0 \).

We define

\[
\Psi(x, y) = \sum_{k=0}^{\infty} \left( \tilde{\Theta}^{n'+2k}(x - y)s_{2k}(x^0, y^0) + \tilde{\Lambda}^{n'+2k}(x - y)s_{2k+1}(x^0, y^0) \right), \tag{4.33}
\]

with \( s_k(x^0, y^0) \) the Hadamard’s coefficients of the operator \( \partial + v(x^0) \) and \( \alpha'_0 = -n'+1 \).

The fundamental solution of the operator \( \Delta_n = \sum_{j=0}^{n'} \partial_j^2 \) is given by

\[
N(-n+2) = \frac{(-1)^{(n-1)/2}}{2\pi \Gamma(n/2)} \frac{1}{\Gamma(\frac{n-2}{2})} \frac{\Gamma(n/2)}{2\pi n/2} \Gamma(1) = \frac{1}{\Gamma(n/2)} \frac{\Gamma(n/2)}{2\pi n/2} (n-2).
\]

Using the fact that \( \Gamma(1-z) = \pi/\sin(\pi z) \) and that \( n \) is odd, we have

\[
\tilde{N}(-n+2) = \frac{(-1)^{(n-1)/2}}{2\pi \Gamma(n/2)} \frac{1}{\Gamma(\frac{n-2}{2})} \frac{\Gamma(n/2)}{2\pi n/2} (n-2) = \frac{\Gamma(n/2)}{2\pi n/2} (n-2).
\]

Thus, \( \tilde{\Lambda}^{-n+2} = \tilde{\Lambda}^{-n'+1} \) is the fundamental solution of \( \Delta_n \).

We see that the modified kernels have the properties

\[
\tilde{\Theta}^\alpha = \frac{\tilde{\Lambda}^{\alpha-2}}{\alpha + n' - 1} \Gamma, \tag{4.34}
\]

\[
\partial_\mu \tilde{\Lambda}^\alpha = \frac{x_\mu - y_\mu}{\alpha + n' - 1} \tilde{\Lambda}^{\alpha-2}, \tag{4.35}
\]

\[
\gamma^\mu \tilde{\Theta}^\alpha = \frac{2}{\alpha + n' - 1} \tilde{\Lambda}^{\alpha-2} - \tilde{\Theta}^\alpha \gamma^\mu, \tag{4.36}
\]

for \( \alpha \neq -n'+1 \), with

\[
\tilde{\Gamma} \overset{\text{def}}{=} \gamma^0(x_0 - y_0) + i \sum_{j=1}^{n'} \gamma^j (x_j - y_j).
\]

Comparing these with Properties (4.5–4.7), we see that they are preserved if we change \( n \) to \( n' \). Furthermore \( v\tilde{\Theta} = \tilde{\Theta}v^* \).

Let \( \mathcal{R}^\alpha \) be the Riesz kernels for \( \mathcal{D} \), where \( \alpha_0 = -n'+1 \) and \( \kappa = 1 \). Then,

\[
\mathcal{R}^{-n' - 1 + \alpha} = \begin{cases} 
\tilde{\Theta}^{-n' + \alpha} & \text{if } \alpha \text{ is odd,} \\
\tilde{\Lambda}^{-n' - 1 + \alpha} & \text{if } \alpha \text{ is even.} 
\end{cases} \tag{4.37}
\]

Using the above remark and the Hadamard’s recursion for the coefficients \( s_k \), we conclude that

\[
(\mathcal{D} + v(x^0)) \tilde{\Psi}(\cdot, y) = \delta_y.
\]

We define

\[
\mathcal{L} \overset{\text{def}}{=} \tilde{\gamma} (\mathcal{D} + v(x^0)) = \tilde{\gamma} \gamma^0 \partial_0 + i \sum_{j=1}^{n'} \tilde{\gamma} \gamma^j \partial_j + a(x^0) \tilde{\gamma} + \tilde{a}(x^0) \mathcal{I}
\]
and conclude that
\[ \Phi = \tilde{\Psi} \gamma \]
is the fundamental solution of \( L \).

We also state the following properties of products of Dirac matrices (as simple consequences of Equation (4.1))
\[
\begin{align*}
(\gamma^0 \gamma^j)^\dagger & = \gamma^0 \gamma^j, \\
(\gamma^0 \bar{\gamma})^\dagger & = -\gamma^0 \bar{\gamma}, \\
(\gamma^j \bar{\gamma})^\dagger & = \gamma^j \bar{\gamma}, \\
(\gamma^0 \gamma^j \bar{\gamma})^\dagger & = \gamma^0 \gamma^j \bar{\gamma}.
\end{align*}
\]

From the properties of the gamma matrices, it is immediate that \( L \) is self-adjoint. This implies, from Lemma A.1, a hermitian type symmetry for \( \Phi \), namely,
\[
\Phi(x; y) = \Phi(y; x)^\dagger.
\]

We re-write the fundamental solution of \( L \) using Equation (4.27) as
\[
\begin{align*}
\Phi(x; y) & = \tilde{\Theta} \alpha' \gamma^0 + \sum_{k=0}^{\infty} \tilde{\Lambda}^{\alpha'+2k} \left( s_{2k+1}(x^0, y^0) + \tilde{\Gamma} s_{2k+2}(x^0, y^0) \right) \gamma^0 \gamma + \\
& \sum_{k=0}^{\infty} \tilde{\Lambda}^{\alpha'+2k} \left[ \left( s_{2k+1}^A(x^0, y^0) + s_{2k+2}^A(x^0, y^0) \frac{x^0 - y^0}{2(k + 1)} \right) \gamma^0 \gamma + \\
& \left( s_{2k+1}^B(x^0, y^0) + s_{2k+2}^B(x^0, y^0) \frac{x^0 - y^0}{2(k + 1)} \right) I + \\
& \left( s_{2k+1}^C(x^0, y^0) + s_{2k+2}^C(x^0, y^0) \frac{x^0 - y^0}{2(k + 1)} \right) \gamma^0 + \\
& \sum_{j=0}^{\alpha'_0} \frac{x_j - y_j}{2(k + 1)} \left( s_{2k+2}^A(x^0, y^0) \gamma^j \gamma - s_{2k+2}^B(x^0, y^0) \gamma^0 \gamma^j \bar{\gamma} - \\
& s_{2k+2}^C(x^0, y^0) \gamma^j - s_{2k+2}^D(x^0, y^0) \gamma^0 \gamma^j \right) \right], \quad \alpha'_0 = -n' + 1.
\end{align*}
\]

Using the linear independence of the Clifford algebra generators and the independence of the family
\[ \{ \tilde{\Lambda}^\beta(x, y) = \tilde{\Lambda}^\beta(y, x) \}_{\beta \in \alpha_0 + 2\mathbb{N}}, \]
it follows from (4.39) that (4.22–4.23) hold.

Furthermore, we have that
\[
\begin{align*}
s_{2k+1}^{A,C,D} + \frac{x^0 - y^0}{2(k + 1)} s_{2k+2}^{B,D,C}
\end{align*}
\]
are symmetric under inversion of coordinates, while
\[
S_{2k+1}^B + \frac{x^0 - y^0}{2(k+1)} S_{2k+2}^A
\]
is anti-symmetric. This implies, in turn, Equation (4.24). For (4.25) ((4.26)), we use that \( S_{2k+2}^A \) (\( S_{2k+2}^C \)) is symmetric (anti-symmetric).

\[\square\]

**Lemma 4.3.** The diagonal entries of the Hadamard’s coefficients \( p_k \) satisfy

\[
\partial_0 p_{2k}^{A,B,D}(x^0) = 2 \lim_{y^0 \to x^0} \partial_0 s_{2k}^{A,B,D}(x^0, y^0) ,
\]

\[
p_{2k}^C(x^0) = 0 ,
\]

\[
\partial_0 p_{2k+1}^B(x^0) = \frac{2k+1}{k+1} \lim_{y^0 \to x^0} \partial_0 s_{2k+1}^B(x^0, y^0) + \frac{1}{k+1} a(x^0) p_{2k+1}^D(x^0) ,
\]

\[
p_{2k+1}^D(x^0) = 0 ,
\]

\[
\partial_0 p_{2k+1}^C(x^0) = \frac{2k+1}{k+1} \lim_{y^0 \to x^0} \partial_0 s_{2k+1}^C(x^0, y^0) - \frac{1}{k+1} a(x^0) p_{2k+1}^D(x^0) ,
\]

\[
\partial_0 p_{2k+1}^D(x^0) = 2 \lim_{y^0 \to x^0} \partial_0 s_{2k+1}^D(x^0, y^0) .
\]

**Proof.** Formulas (4.40), (4.41), (4.43) and (4.45) are simple consequences of Lemma 4.2. From the same lemma, we write

\[
\partial_i s_{2k+1}^A(x^0, y^0) = \partial_2 s_{2k+1}^A(y^0, x^0) - \frac{1}{k+1} S_{2k+2}^B(x^0, y^0) - \frac{1}{k+1} \partial_1 s_{2k+2}^B(x^0, y^0)(x^0 - y^0) ,
\]

where \( \partial_i \) denotes differentiation with respect to the \( i \)-th variable and not with respect to \( x^i \). This implies

\[
\partial_0 [s_{2k+1}^A(x^0, x^0)] = \lim_{y^0 \to x^0} [\partial_1 s_{2k+1}^A(x^0, y^0) + \partial_2 s_{2k+1}^A(x^0, y^0)] = \frac{2}{k+1} \lim_{y^0 \to x^0} \partial_0 s_{2k+1}^A(x^0, y^0) + \frac{1}{k+1} s_{2k+2}^B(x^0, x^0) .
\]

From Hadamard’s recursion (4.21)

\[
s_{2k+2}^B(x^0, x^0) = - \lim_{y^0 \to x^0} \partial_0 s_{2k+1}^A(x^0, y^0) + a(x^0) s_{2k+1}^D(x^0, x^0) ,
\]

and (4.46) we conclude Equation (4.42). Equation (4.44) is obtained in the same way.

\[\square\]

**Corollary 4.1.** The diagonal entries \( p_{2k}^{A,B,D} \) and \( p_{2k+1}^{A,C,D} \) obey the following recursion:

\[
\partial_x p_{2k}^A = 2(a p_{2k}^B + \bar{a} p_{2k}^D) ,
\]

\[
p_{2k}^B = -\frac{k}{2k-1} \partial_x p_{2k-1}^A + \frac{2k}{2k-1} \bar{a} p_{2k-1}^D ,
\]

\[
p_{2k}^D = -\frac{k}{2k-1} \partial_x p_{2k-1}^C + \frac{2k}{2k-1} a p_{2k-1}^D ,
\]

\[
p_{2k+1}^A = \frac{1}{2} \partial_x p_{2k}^B - a p_{2k}^A ,
\]

\[
p_{2k+1}^C = \frac{1}{2} \partial_x p_{2k}^B + \bar{a} p_{2k}^A ,
\]

\[
\partial_x p_{2k+1}^D = -2(a p_{2k+1}^C + \bar{a} p_{2k+1}^A) ,
\]

\[
\partial_x p_{2k+1}^A = 2 \lim_{y^0 \to x^0} \left( \partial_0 s_{2k+1}^A(x^0, y^0) + \partial_2 s_{2k+1}^A(x^0, y^0) \right) ,
\]

\[
\partial_x p_{2k+1}^C = 2 \lim_{y^0 \to x^0} \left( \partial_0 s_{2k+1}^C(x^0, y^0) + \partial_2 s_{2k+1}^C(x^0, y^0) \right) .
\]
starting from \( p^A_0 = 1 \) and \( p^{B,C,D}_0 = 0 \).

Proof. This is a simple re-statement of Hadamard’s recursion (4.21) at \( y^0 = x^0 \) using Lemma 4.3.

Remark 4.3. Note that modulo constants and re-arrangements of the terms the recursion (4.47–4.52) and the AKNS recursion (2.10–2.12) are the same.

We proved that the diagonal of the Hadamard’s coefficients solve (modulo constants and re-arrangements) the AKNS hierarchy (2.10–2.12). Now, we show that these coefficients are the unique solution of the recursion (given certain boundary conditions). We also prove in the sequel that \( (p^k_{[u]}) \) is the unique isobaric differential polynomial sequence in \( v \) and \( v^* \) that solve this hierarchy. Together with the fact that the solution of the canonical AKNS hierarchy (2.1–2.3) is the unique isobaric solution of the AKNS hierarchy (2.10–2.12) (see Remark 2.1), we conclude that \( p^k_{[u]} \) is the canonical AKNS hierarchy.

Lemma 4.4. The sequence \( \bar{p}_k = (\bar{p}_k^A, \cdots, \bar{p}_k^D) \) satisfying Recursion (4.47–4.52), with \( \bar{p}_0^A = 1 \) and \( \bar{p}_0^{B,C,D} = 0 \), is uniquely determined by the requirement that \( \bar{p}_1^D = 0 \) and

\[
\lim_{|x| \to \infty} \bar{p}_k^X(x) = 0, \quad k \geq 2, \ X = A, B, C, D.
\]

Proof. For Equations (4.48–4.51) this is immediate. From Equations (4.47) and (4.52), \( \bar{p}_{2k}^A \) and \( \bar{p}_{2k+1}^D \) are defined modulo a constant, which can be obtained from the decay condition at infinity.

Lemma 4.5. Assume that the Dirac operator \( \partial + a(x^0)I + \bar{a}(x^0)\bar{\gamma} \) has bounded potentials \( a \) and \( \bar{a} \) such that

\[
\lim_{|x| \to \infty} (a(x)^2 - \bar{a}(x)^2) = 0, \quad \lim_{|x| \to \infty} a^{(i)}(x) = \lim_{|x| \to \infty} \bar{a}^{(i)}(x) = 0, \quad i \geq 1.
\]

Then, \( p^B_1 = p^D_1 = 0 \) and

\[
\lim_{|x| \to \infty} p_k^X(x) = 0, \quad \forall k \geq 2.
\]

Proof. From (4.12), \( p^B_1 = p^D_1 = 0 \). Now, we prove that

\[
\lim_{|x^0| \to \infty} \lim_{y^0 \to x^0} \partial_0 s_{2k}(x^0, y^0) = 0, \quad i \geq 1, k \geq 0, \quad (4.53)
\]

\[
\lim_{|x^0| \to \infty} \lim_{y^0 \to x^0} s_{2k}(x^0, y^0) = 0, \quad k \geq 1. \quad (4.54)
\]

For \( k = 0 \) in (4.53) and \( k = 1 \) in (4.54) the result follows by inspection. See Equations (4.15–4.17). Now, we show (4.53) for \( k = 1 \). First note that

\[
s_2 + (x^0 - y^0)\partial_0 s_2 = \gamma^0 (v^s)' + vv^s = \gamma^0 a'(x^0) - \gamma^0 \bar{a}'(x^0) + a(x^0)^2 - \bar{a}(x^0)^2.
\]
Differentiating \( p \) times and taking the limit \( y^0 \to x^0 \) followed by the limit \(|x^0| \to \infty\), we get

\[
(1+p) \lim_{|x^0| \to \infty} \lim_{y^0 \to x^0} \partial_0^p s_2(x^0, y^0) = \lim_{|x^0| \to \infty} \partial_0^p (\gamma^0 a'(x^0) - \gamma^0 \bar{a}'(x^0) + (a(x^0)^2 - \bar{a}(x^0)^2)) = 0 .
\]

Thus proving (4.53) for \( k = 0, 1 \) and (4.54) for \( k = 1 \). For \( k \geq 1 \), we write

\[
s_{2k} + \frac{1}{k} (x^0 - y^0) \partial_0 s_{2k} = - (\Box - \gamma^0 (v^*)' - vv^*) s_{2k-2} .
\]

Again, differentiating \( p \) times and taking the limit \( y^0 \to x^0 \) followed by the limit \(|x^0| \to \infty\) we get

\[
\frac{k + p}{k} \lim_{|x^0| \to \infty} \lim_{y^0 \to x^0} \partial_0^p s_{2k}(x^0, y^0) = \lim_{|x^0| \to \infty} \lim_{y^0 \to x^0} \left( \partial_0^{p+2} s_{2k-2}(x^0, y^0) - \partial_0^p \left[ (\gamma^0 v'(x^0) + v(x^0)v^*(x^0)) s_{2k-2}(x^0, y^0) \right] \right) .
\]

We proceed by induction assuming (4.53–4.54) for \( k \leq k_0 \). From the fact that

\[
\lim_{|x^0| \to \infty} \partial_0^p \left( \gamma^0 (v^*)' + vv^* \right) = \lim_{|x^0| \to \infty} \partial_0^p \left( \gamma^0 a'(x^0) - \gamma^0 \bar{a}'(x^0) + (a(x^0)^2 - \bar{a}(x^0)^2) \right) = 0
\]

for \( p' \geq 0 \), we conclude again Equations (4.53–4.54) for \( k = k_0 + 1 \). Finally, from Equation (4.54), we conclude that

\[
\lim_{|x^0| \to \infty} p_{2k}^X(x^0) = 0 ,
\]

for \( k \geq 1 \) and \( X = A, B, C, D \). The result for \( p_{2k+1}^X \) is a direct consequence of Equations (4.53–4.54), the boundedness of \( v^* \) at infinity and Hadamard’s recursion (4.10).

**Lemma 4.6.** If we assign weights \( i + 1 \) to the functions \( a^{(i)} \) and \( \bar{a}^{(i)} \) (or, alternatively, to \( v^{(i)} \) and \( (v^*)^{(i)} \)), then the diagonal of the Hadamard’s series \( p_k \) is an isobaric differential polynomial in \( a, \bar{a} \) of weight \( k \).

**Proof.** Let

\[
P_k^p(y^0) \overset{\text{def}}{=} \lim_{x^0 \to y^0} \partial_0^p s_k(x^0, y^0) .
\]

Then, by taking into account (4.10) and the Taylor expansion for \( v \) and \( v^* \), we get for \( y^0 \to x^0 \)

\[
P_0^p = \delta_0^p ,
\]

\[
P_{2k+1}^p = \gamma^0 p_{2k+1}^p - \sum_{i=0}^p \binom{p}{i} (v^*)^{(i)} p_{2k-1}^{p-i} ,
\]

\[
P_{2k}^p = - \frac{k}{k + p} \left[ \gamma^0 p_{2k-1}^{p+1} + \sum_{i=0}^p \binom{p}{i} v^{(i)} p_{2k-1}^{p-i} \right] .
\]

A straightforward induction gives that the weight associated to \( P_k^p \) is \( k + p \). From the fact that \( p_k = P_k^0 \), we prove the lemma.
Proof. (of Theorem 4.2) Let us assign weight $i + 1$ to $q^{(i)}$ and $r^{(i)}$. Then, $a^{(i)}$ and $\bar{a}^{(i)}$ also have weight $i + 1$. From Lemma 4.6 we have that the non-zero $p_k^0$ are differential polynomials in $a$ and $\bar{a}$ (and, consequently in $q$ and $r$) of weight $k$. After a simple substitution in Corollary 4.1, we find that the $c_k$, $f_k$ and $h_k$ in (4.19) solve the AKNS recursion (2.10–2.12). From the uniqueness of the isobaric solution (Remark 2.1) we conclude the proof.

In the above theorem, at the light of Equation (4.41) and (4.43), we see that if $(q, r)$ is a stationary solution of all the flows of the AKNS hierarchy, starting at $k_0$, then $p_k(x^0) = s_k(x^0, x^0) = 0$, for $k \geq k_0$. In order to relate this fact to terminating expansions and, consequently, to Huygens’ type operators, we prove the following lemma:

**Lemma 4.7.** Let us assume that both $a$ and $\bar{a}$ are analytic functions\(^3\). If $s_k(x^0, x^0) = 0$ for $k \geq k_0$, $x^0 \in \mathbb{R}$, then $s_k(x^0, y^0) = 0$ for $k \geq k_0$, and $x^0, y^0 \in \mathbb{R}$.

**Proof.** We differentiate $i$ times Hadamard’s recursion (4.9) and take the limit $y^0 \to x^0$. Then, by setting

$$f(x^0, y^0)|_{y^0=x^0} \overset{\text{def}}{=} \lim_{y^0 \to x^0} f(x^0, y^0),$$

we find that

$$\gamma^0 \partial_0^{i+1} s_{2k}(x^0, y^0)|_{y^0=x^0} = \partial_0^i \partial_0^j s_{2k+1}(x^0, y^0)|_{y^0=x^0} + \sum_{j=0}^{i} \binom{i}{j} \partial_0^j v^*(x^0) \partial_0^{i-j} s_{2k}(x^0, y^0)|_{y^0=x^0},$$

(4.57)

$$-\gamma^0 \partial_0^{i+1} s_{2k-1}(x^0, y^0)|_{y^0=x^0} = \frac{i+k}{k} \partial_0^i s_{2k}(x^0, y^0)|_{y^0=x^0} + \sum_{j=0}^{i} \binom{i}{j} \partial_0^j v(x^0) \partial_0^{i-j} s_{2k-1}(x^0, y^0)|_{y^0=x^0}.$$  

(4.58)

We proceed by induction. For $i = 0$,

$$s_k(x^0, y^0)|_{y^0=x^0} = 0, \ k \geq k_0$$

by assumption. We assume that

$$\partial_0^i s_k(x^0, y^0)|_{y^0=x^0} = 0$$

for $i \leq i_0$ and $k \geq k_0$. From Equations (4.57) and (4.58) we conclude

$$\partial_0^{i_0+1} s_k(x^0, y^0)|_{y^0=x^0} = 0, \ k \geq k_0.$$

The result follows considering the Taylor expansion in the first variable around $y^0 = x^0$ of $s_k(x^0, y^0)$, i.e.,

$$s_k(x^0, y^0) = \sum_{i=0}^{\infty} \partial_0^i s_k(x^0, y^0)|_{y^0=x^0} \frac{(x^0 - y^0)^i}{i!}.$$

\(^3\)We recall that $a$ and $\bar{a}$ do not refer to complex conjugates of one another.
Remark 4.4. Theorem 4.2 and its consequences were obtained under the convenient hypothesis that $q$ and $r$ (or, alternatively $a$ and $\bar{a}$) are analytic functions. Moreover, the coefficients that appear in the differential polynomials $p^X_k$, $X = A, B, C, D$ do not depend on such assumption. In particular, it is plain that the connection between the Hadamard’s hierarchy and the AKNS hierarchy remains true provided $q$ and $r$ are sufficiently smooth so that all terms in Equation (4.19) are defined. In other words, the hypothesis of analyticity in our result can certainly be relaxed.

We now apply the previous result to produce examples of Dirac operators of Huygens type.

Theorem 4.3. If a Dirac operator of the form
\[
\hat{\psi} - \frac{q + r}{2} I + \frac{q - r}{2} \gamma ,
\] (4.59)
has a terminating Hadamard’s expansion at $k_0 - 1$, i.e., $s_k(x^0, y^0) = 0$, $k \geq k_0$, then $(q, r)$ is a stationary solution of the canonical AKNS hierarchy flows for $k \geq k_0$. Furthermore, if $(q, r)$ is a stationary solution of the AKNS hierarchy (2.10–2.12), i.e., $e_k = f_k = h_k = 0$, $k \geq k_0$, with
\[
\lim_{|x| \to \infty} q^{(i)} r^{(j)} = 0, \quad \forall i, j \geq 0 ,
\] (4.60)
then the operator given by (4.59) truncates at $k_0 - 1$.

Proof. First we suppose that the expansion is terminating. Then, we have that $s_k(x^0, y^0) = 0$, $k \geq k_0$, from Theorem 4.2 and the fact that the relation between $p^X_k$ and $e_k, f_k$ and $h_k$ does not depend on analyticity, we conclude that $e_k = f_k = h_k = 0$, $\forall k \geq k_0$.

Now, take $q$ and $r$ such that $e_k = f_k = h_k = 0$, $k \geq k_0$ for some solution of the recursion (2.10–2.12). Consider the diagonal of the Hadamard’s coefficients and define
\[
c_k \hat{e}_{2k+1} \overset{\text{def}}{=} p^A_{2k+1} + p^C_{2k+1} ,
\]
\[
c_k \hat{e}_{2k} \overset{\text{def}}{=} p^B_{2k} + p^D_{2k} ,
\]
\[
c_k \hat{f}_{2k+1} \overset{\text{def}}{=} p^A_{2k+1} - p^C_{2k+1} ,
\]
\[-c_k \hat{f}_{2k} \overset{\text{def}}{=} p^B_{2k} - p^D_{2k} ,
\]
\[-c_k \hat{h}_{2k+1} \overset{\text{def}}{=} p^D_{2k+1} ,
\]
\[
c_k \hat{h}_{2k} \overset{\text{def}}{=} p^A_{2k} ,
\]
where
\[
c_{k+1} = -\frac{2(k + 1)}{2k + 1} c_k , \quad c_0 = 1 .
\] (4.61)
A simple inspection in Corollary 4.1 shows that \((\tilde{e}_k, \tilde{f}_k, \tilde{h}_k)\) is a particular solution of recursion (2.10–2.12). From Lemma 2.2 we write:

\[
\begin{align*}
\tilde{e}_k &= \sum_{i=0}^{k} d_i e_{k-i}, \\
\tilde{f}_k &= \sum_{i=0}^{k} d_i f_{k-i}, \\
\tilde{h}_k &= \sum_{i=0}^{k} d_i h_{k-i},
\end{align*}
\]

for a certain set of constants \(d_i, i \geq 0, d_0 = 1\). We write

\[
\begin{align*}
p_{2k}^A &= \sum_{i=0}^{2k} d_{2k-i} h_i, \\
p_{2k+1}^D &= \sum_{i=0}^{2k+1} d_{2k+1-i} h_i.
\end{align*}
\]

We take the limit \(|x^0| \to \infty\), and from Lemmas 2.1 and 4.5, we have that \(d_0 = 1, d_k = 0, k \geq 0\). Thus,

\[
\begin{align*}
c_k e_{2k+1} &= p_{2k+1}^A + p_{2k+1}^C, \\
c_k e_{2k} &= p_{2k}^B + p_{2k}^D, \\
c_k f_{2k+1} &= p_{2k+1}^A - p_{2k+1}^C, \\
-c_k f_{2k} &= p_{2k}^B - p_{2k}^D, \\
-c_k h_{2k+1} &= p_{2k+1}^D, \\
c_k h_{2k} &= p_{2k}^A.
\end{align*}
\]

We immediately conclude that \(p_k^X = 0, k \geq k_0\) and from Lemma 4.7, we conclude that \(s_k(x^0, y^0) = 0, k \geq k_0\).

**Remark 4.5.** The assumption (4.60) is not superfluous. This can be seen by the following example. Consider \(q = 1\) and \(r = 2\phi(x^0)\), where \(\phi(x^0)\) is the elliptic Weierstrass-P function [17]. These functions are stationary solutions of the AKNS hierarchy (see [17, 16]) with \(k_0 = 4\) but do not obey the decay conditions at infinity. Note that they are not solutions of the canonical AKNS hierarchy. An explicit calculation shows that the Hadamard’s series of the operator (4.59) does not truncate at \(k = 3\).

**Remark 4.6.** As a corollary of the proof of Theorem 4.3, it follows that if a pair \((q, r)\) vanishes at infinity according to assumptions (4.60) and solves the AKNS hierarchy then it must be a solution of canonical hierarchy.
As a direct consequence of Theorem 4.2 and Lemma 4.7 we have the following:

**Corollary 4.2.** Let \((q, r)\) be a stationary solution of the canonical AKNS hierarchy, i.e., \(e_k[q, r] = f_k[q, r] = 0, \forall k \geq k_0\) and let \(n \geq k_0\) be an odd integer. Then, the Dirac operator given by (4.59) in \(n\) space dimensions is of Huygens’ type.

## 5 Concluding Remarks

We conclude this article with some examples of Huygens’ type operators and with a heuristical discussion that aims in bringing our main results within the framework of what we call Hadamard’s hierarchy.

### 5.1 Hadamard’s Hierarchy

Let us suppose that the free operator \(L\) is invariant by the Poincaré group. This implies that the Riesz kernels associated to it depend only on \(\|x - y\|_L\) (and not on \(x\) and \(y\) individually).

Now, for fixed \(L + u\), let us consider the diagonal of the Hadamard’s coefficients, \(p_k[u](x) \overset{\text{def}}{=} s_k(x, x)\) and define the functionals

\[
F_k[u](x) \overset{\text{def}}{=} p_k[u](x).
\]

From the invariance by translations \((x, y) \mapsto (x + x', y + x')\) of \(L\), \(R^\alpha(x, y)\) and \(\delta_y(x)\), we conclude that

\[
T_{x'}[F_k[u]](x) = F_k[u](x + x') = p_k[u](x + x') = F_k[T_{x'}[u]](x),
\]

where

\[
T_{x'}[f](x) \overset{\text{def}}{=} f(x + x')
\]

is the translation operator. We find that

\[
T_{x'}[p_k[u]](x) = p_k[T_{x'}[u]](x),
\]

and thus

\[
p_k[T_x[u]](0) = p_k[u](x),
\]

i.e., the coefficient \(p_k\) depends on \(x\) only through functionals of \(u(x)\).

Now, let us also assume that the perturbation depends on \(x^0\) and on some finite (but of arbitrary size) set of new variables (that will be frequently omitted) \(t_1, t_2, t_3, \ldots\). For the same reasons as before we conclude that \(p_k[u]\) does not depend on \(t_j, j = 1, 2, \ldots\) explicitly. This implies, in particular, that \(p_k[u]\) is a differential polynomial in \(u\) with constant coefficients. It is natural to identify \(t_1 = x^0\).

If, for a particular choice of \(L\), we have the commutation property

\[
\text{If Condition (5.1) is not satisfied then the existence of } u = u(x; t_1, t_2, \cdots) \text{ satisfying (5.2) is not assured. To avoid such pathological situation we request (5.1) in the definition of the hierarchy.}
\]
\[ \partial_t p_j[u] = \partial_j p_k[u] , \quad \forall j, k \geq 1 , \]  
(5.1)

we define the Hadamard’s hierarchy

\[ \partial_t u = \partial_x p_k[u] , \]  
(5.2)

for \( k \geq 1 \), where we identified \( x = x_0 \).

At the light of the Hadamard’s hierarchy concept, we can say that in this work we were concerned with the following problem:

*Find examples of operators \( \mathcal{L} \) such that the associated Hadamard’s hierarchy is integrable.*

We provided two examples, namely:

- If \( \mathcal{L} = \Box \), the D’Alembertian, then *the Hadamard’s hierarchy is the KdV hierarchy* (Theorem 3.2);
- If \( \mathcal{L} = \mathcal{D} \), the Dirac operator, then *the Hadamard’s hierarchy includes, as particular case, the AKNS hierarchy* (Theorem 4.2).

### 5.2 Examples of Huygens’ Operators

We now explore some consequences of the above theorems at the wave operator level.

**Theorem 5.1.** Let \( \mathcal{D} + v \) be a Dirac operator with terminating expansion. Then, \( \Box \otimes I + u \) with

\[ u = - (\mathcal{D} v^* + vv^*) \]

is terminating and thus of Huygens’ type.

**Proof.** The even terms of the Hadamard’s’ series for the operator \( \mathcal{D} + v \) solve the recursion

\[ s_{2k} + \frac{1}{k} (x^\mu - y^\mu) \partial_\mu s_{2k} = -(\Box - \mathcal{D} v^* - vv^*) s_{2k-2} . \]

By assumption, there exists \( k_0 \) such that \( s_k = 0, k \geq k_0 \). On the other hand, the Hadamard’s’ coefficients for the operator \( \Box \otimes I + u \) solve

\[ w_k + \frac{1}{k} (x^\mu - y^\mu) \partial_\mu w_k = -(\Box \otimes I + u) w_{k-1} . \]

By the uniqueness, we find that \( w_k = s_{2k} \), and then \( w_k = 0, k \geq k_0/2 \).

**Corollary 5.1.** Let \( q \) be a solution of the \( mKdV \) hierarchy such that

\[ \lim_{|x| \to \infty} q^{(i)} = 0 , \quad i \geq 0 , \]

and let \( u^\pm \overset{\text{def}}{=} \pm q' - q^2 \) be its Miura transformations. Then \( \Box - u \) is of Huygens’ type.
Proof. Let us consider \( q = r \) in the operator given by Equation (4.59). Then, \( v = -qI \) and \( u = -\gamma^0 v' - v^2 = (-q' + q^2) \oplus (q' + q^2) = -(u^+ \oplus u^-) \), in the Pauli-Dirac representation

\[
\gamma^0 = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix} , \quad \bar{\gamma} = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} .
\] (5.3)

Then, \( w_k = w^-_k \oplus w^+_k \), where

\[
w^\pm_k + \frac{1}{k} (x^\mu - y^\mu) \partial_\mu w^\pm_k = - (\Box - u^\pm) w^\pm_{k-1} .
\]

From Theorems 4.3 and 5.1 the claim follows. \( \square \)

Another direct consequence of Theorems 4.3 and 5.1 is the following:

**Corollary 5.2.** For \((q, r)\) as in Theorem 4.3, the matrix-wave operator given by

\[
\Box \otimes I + \frac{q' + r'}{2} \gamma^0 + \frac{q' - r'}{2} \bar{\gamma} - qrI
\]

is of Huygens’ type.

**Example 5.1.** Corollary 5.2 gives us a powerful method to obtain new examples of Huygens’ type operator as matrix perturbations of the wave operator. For example, if \( u \) is a solution of the KdV hierarchy, with

\[
\lim_{|x| \to \infty} u^{(i)} = 0 , \quad i \geq 0 ,
\]

then \((u, 1)\) solves the AKNS obeying condition (4.60). Thus,

\[
\phi - \frac{u + 1}{2} I + \frac{u - 1}{2} \bar{\gamma}
\]

is of Huygens’ type, and consequently

\[
\Box \otimes I + \frac{u'}{2} \gamma^0 (I + \bar{\gamma}) - uI,
\]

is also in the matrix-wave operator case. For \( u = 2/(x^0)^2 \) the solution is given by,

\[
\Psi(x; y) = \Lambda^{-n+1} + \Lambda^{-n+3} \frac{2}{(x^0)^2 (y^0)^2} \left( (x^0 + y^0) \frac{\gamma^0}{2} (I + \bar{\gamma}) + x^0 y^0 I \right) .
\]

while for

\[
u = \frac{6t(2 + t^3)}{(1 - t^3)^2}
\]

the Hadamard’s series can be obtained explicitly and \( w_k = 0 \) for \( k \geq 3 \).
Finally, one generalization of Miura’s transformation follows naturally from our construction. In the Pauli-Dirac representation (5.3) the operator in Corollary 5.2 is

\[ \Box \otimes I - \begin{pmatrix} qr - \frac{q' + r'}{2} & -\frac{q' - r'}{2} \\ -\frac{q' - r'}{2} & qr + \frac{q' + r'}{2} \end{pmatrix}. \]

If we impose \( q = r \) (i.e., the mKdV hierarchy) we find a decomposition of the above operator in \((\Box + q^2 - q') \oplus (\Box + q^2 + q')\). We can say, then that the transformation \((q, r) \mapsto \begin{pmatrix} -qr + \frac{q' + r'}{2} \\ -\frac{q' - r'}{2} \\ qr - \frac{q' + r'}{2} \end{pmatrix}\) generalizes of the Miura transformation \( q \mapsto \pm q' - q^2 \).

### A Appendix: One Auxiliary Lemma

We prove a useful lemma that is needed in the proof of the main result. It states that the fundamental solution of a (formally) self-adjoint operator is hermitian. By a formally self-adjoint operator \( L \) we mean that

\[ \int_{O} L \phi \cdot \psi^\dagger \, dx = \int_{O} \phi \cdot (L \psi)^\dagger \, dx, \quad \forall \phi, \psi \in C^\infty_0(O; C^m). \tag{A.1} \]

Here, as usual, \( O \) is a nonempty open subset of \( \mathbb{R}^{n+1} \).

**Lemma A.1.** Let \( L = L(x, \partial_x) \) be a formally self-adjoint operator with matrix coefficients in \( C^\infty(O) \). Assume that \( \Phi(x; y) \) is a fundamental solution of \( L \) in the sense that

\[ L \Phi(x; y) = \delta_y(x). \]

Then, for every pair \((x, y) \in \mathbb{R}^{n+1} \times \mathbb{R}^{n+1}\) where \( \Phi \) is regular\(^5\) we have the hermitian property

\[ \Phi(x; y) = \Phi(y; x)^\dagger. \tag{A.2} \]

**Proof.** As usual, we endow \( C^\infty_0(O; C^m) \) with the semi-norms

\[ p\kappa, \alpha(\varphi) = \sup_{x \in K} |\partial^\alpha \phi(x)|, \]

where \( K \subset O \) is a compact set and \( \alpha \) is a multi-index. We denote such locally convex space of test functions by \( D = D(O; C^m) \) and by its topological dual \( D' = D'(O; C^m) \). The latter being the space of vector-valued distributions (c.f. page 192, [20]). The duality will be denoted by \( \langle R^T, \varphi \rangle = \sum_{i=1}^m \langle R_i, \varphi_i \rangle \), where the sub-index \( i \) denotes the \( i \)-th component of the vector \( R \) (resp. \( \varphi \)). Equation (A.1) takes the form

\[ \langle (L \varphi)^\dagger, \psi \rangle = \langle \varphi^\dagger, L \psi \rangle, \quad \forall \varphi, \psi \in D(O; C^m). \tag{A.3} \]

\(^5\)By regular we mean that it coincides with a continuous function in a neighborhood of the point.
We will show that in the sense of distributions (i.e., in $\mathcal{D}'(\mathcal{O} \times \mathcal{O}; \mathbb{C}^m)$) we have
\[ \Phi(x; y) = \Phi(y; x) \]. In other words, we will show that we have
\[ \langle \Phi_{ij}(x; y), \eta(x, y) \rangle = \langle \Phi_{ji}(y; x), \eta(x, y) \rangle, \quad \forall \eta \in \mathcal{D}(\mathcal{O} \times \mathcal{O}; \mathbb{C}) \]
But in view of the denseness of functions of the form $\sum_l \alpha_l(x) \beta_l(y)$ in $\mathcal{D}(\mathcal{O} \times \mathcal{O}; \mathbb{C})$ for $\alpha, \beta \in D(\mathcal{O}; \mathbb{C})$ it is enough to show that
\[ \langle \Phi_{ij}(x; y), \alpha(x) \beta(y) \rangle = \langle \Phi_{ji}(y; x), \alpha(y) \beta(x) \rangle, \quad \forall \alpha, \beta \in D(\mathcal{O}; \mathbb{C}) . \quad (A.4) \]
We thus consider $\varphi, \psi \in D(\mathcal{O}; \mathbb{C}^m)$, set $\tilde{\varphi}(x) = \langle \Phi(x; y), \varphi(y) \rangle$ and $\tilde{\psi}(x) = \langle \Phi(x; y), \psi(y) \rangle$. Notice that $\tilde{\varphi}$ and $\tilde{\psi}$ are in $D(\mathcal{O}; \mathbb{C}^m)$ and a standard argument in $\mathcal{D}'(\mathcal{O} \times \mathcal{O}; \mathbb{C})$ gives that
\[ L \tilde{\varphi} = \varphi \quad \text{and} \quad L \tilde{\psi} = \psi . \]
Thus, using Equation (A.3) we get
\[ \langle \varphi \dagger(x), \langle \Phi(x; y), \psi(y) \rangle \rangle = \langle \langle \Phi(x; y), \varphi(y) \rangle \dagger, \psi(x) \rangle , \quad \text{i.e.} \]
\[ \langle \langle \varphi \dagger(x) \Phi(x; y), \psi(y) \rangle \rangle = \langle \langle \varphi \dagger(y) \Phi \dagger(x, y), \psi(x) \rangle \rangle , \quad \text{i.e.} \]
\[ \langle \langle \Phi \dagger(x; y) \varphi(x) \rangle \dagger, \psi(y) \rangle \rangle = \langle \langle \Phi \dagger(x; y) \varphi(y) \rangle \dagger, \psi(x) \rangle \rangle . \]
To prove Equation (A.4), we now choose $\varphi(x) = \alpha(x) e_j$ and $\psi(y) = \beta(y) e_i$, where $e_l$ denotes the $l$-th vector of the canonical basis in $\mathbb{R}^{n+1}$.
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