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Abstract: Consider an attractor of a dissipative non-autonomous system
with one angle coordinate. We give conditions for this attractor to be home-
omorphic to the circle where we find connections with the work of R. A.
Smith. Several applications are studied, such as: the forced pendulum, dis-
cretizations of the sine-Gordon equation, n’th order equations, among others.

1 Introduction
Let us consider a system of differential equations
\[ x' = F(t, x), \]  
where \( F : \mathbb{R} \times \mathbb{R}^N \rightarrow \mathbb{R}^N \) is a continuous function verifying the following
periodicity conditions
\[ F(t, x) = F(t + T, x) = F(t, x + R), \]
for some positive constant \( T \in \mathbb{R} \) and a non-zero vector \( R \in \mathbb{R}^N \). Moreover
we will suppose that the solutions of (1) are uniquely determined by their
initial conditions and consequently vary continuously with them.

An example of the class of equations we have in mind is the periodically
driven pendulum equation with friction
\[
\begin{cases}
  x_1' = x_2 \\
  x_2' = -cx_2 - \sin(x_1) + p(t)
\end{cases}
\]
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where \( c > 0 \) and \( p \) is a \( T \)-periodic continuous function. In this particular case \( R = \begin{pmatrix} 2\pi \\ 0 \end{pmatrix} \). Similarly to the case of the pendulum, we can regard the phase space of equation (1) as a cylinder \( \mathcal{C} \) where each solution \( u \) is identified with the solutions \( u + kR, \ k \in \mathbb{Z} \).

We assume that there exists a compact set \( B \subset \mathcal{C} \) that intersects the forward orbit starting from any point and moreover every compact set of \( \mathcal{C} \) enters in \( B \) in finite time. This characterizes the dissipative nature of equation (1). Consider the Poincaré map \( P \) on the cylinder. Like many other cases of dissipative systems, we can define a maximal invariant set \( \mathcal{A} \) for the Poincaré map (see [5], [7], [11] p.21). This set is also an attractor for the orbits given by iterates of the Poincaré map. In this paper we study conditions under which \( \mathcal{A} \) is homeomorphic to \( T^1 = \mathbb{R}/\mathbb{Z} \). There are already some results in this direction in the literature: in [6], [10] two dimensional systems arising from a periodically driven pendulum with friction were analyzed, and in [9], [12], [13] the case of autonomous coupled systems of differential equations were studied.

The existence of an unidimensional attractor allows a reduction in dimension on the dynamics of this system. Moreover, in this case the Poincaré map becomes an homeomorphism from the circle to itself, which permits to define a rotation number that gives considerable information about the dynamics of the system (see [8], [10], [12], [13]).

We give a geometrical condition for \( \mathcal{A} \) to be homeomorphic to the circle that unifies some of the results obtained before. This condition is related to the work of R. A. Smith [16].

In section 2 we will formulate the main hypotheses. In section 3 we introduce a class of equations satisfying the dissipativity condition. An equation of pendulum type is studied in section 4. The connections with the work of R. A. Smith will be analyzed in section 5. The remaining paper is devoted to the study of some particular cases of non-autonomous systems, some of which generalizing results in the papers referred above.

This work resulted from the studies towards a Ph.D. degree of the author supervised by Professor Rafael Ortega. The reader can find related results in http://ptmat.lmc.fc.ul.pt/~rmartins

\section{General conditions}

We denote by \( \| x \| \) the euclidean norm of a column vector in \( \mathbb{R}^N \) and by \( x^* \) its transpose, the transpose of a real matrix will be denoted by \( A^* \). We define
the equivalence relation in $\mathbb{R}^N$ by

$$x \sim y \iff x - y \in R\mathbb{Z}.$$ 

The set of equivalence classes will be denoted by $\mathcal{C}$ and $\overline{x}$ will denote the class of $x \in \mathbb{R}^N$. The space $\mathcal{C}$ is a metric space with the distance

$$d(\overline{x}, \overline{y}) = \inf_{u \in x - y} \|u\|.$$

Given the periodicity conditions in $F$, we observe that if $x$ is a solution of (1) then $x + R$ is also a solution; we conclude that the Poincaré map is well defined in $\mathcal{C}$. More precisely, if $x(t; t_0, x_0)$ is the solution of (1) satisfying the initial conditions $x(t_0) = x_0$ then the Poincaré map is defined by

$$P : D \subset \mathcal{C} \to \mathcal{C}$$

$$P(\overline{x_0}) = x(T; 0, x_0),$$

where $D = \{\overline{x_0} \in \mathcal{C} / x(\cdot; 0, x_0)\}$ is well defined in $[0, T]$, and is an homeomorphism from $D$ to $P(D)$.

The following hypothesis clarifies the notion of dissipation for system (1).

\begin{itemize}
\item [\textbf{(H1)}] There exists a non-empty compact set $B \subset \mathcal{C}$ such that for every compact set $B_0 \subset \mathcal{C}$ there exists $\tau_0 \in \mathbb{R}$ in such a way that if $x$ is a solution of (1) with $x(t_0) \in B_0$ then $x(t) \in B$, $\forall t > t_0 + \tau_0$.
\end{itemize}

Assuming (H1), the Poincaré map has domain $D = \mathcal{C}$, and there exists an integer $k_0 > 0$ such that if $k \in \mathbb{N}$ and $k \geq k_0$ then $P^{k_0}(B) \subset B$. Consider the set

$$B_1 = B \cup P(B) \cup \ldots \cup P^{k_0}(B),$$

that is a non-empty compact and $P(B_1) \subset B_1$. The set

$$\mathcal{A} = \bigcap_{n=0}^{\infty} P^n(B_1)$$

is a non-empty compact and $P(\mathcal{A}) = \mathcal{A}$. It is clear that if $\overline{B}$ is another set in the conditions of (H1) and if we use it in the construction above we would recover the same set $\mathcal{A}$. It is also obvious that

$$d(P^n(\overline{x}), \mathcal{A}) \xrightarrow{n \to \infty} 0,$$

for every $\overline{x} \in \mathcal{C}$.

We introduce the following set of solutions of (1):

$$\mathcal{B} = \{x : \mathbb{R} \to \mathbb{R} / x \text{ is solution of (1) bounded on the cylinder}\}.$$ 

The next lemma shows that $\mathcal{A}$ is the set of initial conditions of solutions in $\mathcal{B}$. 

Lemma 2.1 \( \mathcal{A} = \{ x(0)/x \in \mathcal{B} \} \).

**Proof:** For each \( x_0 \in \mathcal{A} \) consider \( x(t) = x(t; 0, x_0) \). Since \( \mathcal{A} \) is invariant for \( P \) we obtain, for each \( n \in \mathbb{Z} \),

\[
P^n(x_0) = x(nT; 0, x_0) \in \mathcal{A} \subset B_1.
\]

Thus we obtain \( x(t) \in B, \forall t \in \mathbb{R} \), and so \( x \in \mathcal{B} \). On the other hand, if \( x \in \mathcal{B} \) then there exists a compact set \( B_0 \subset \mathcal{C} \) such that \( x(t) \in B_0, \forall t \in \mathbb{R} \), by \((H_1)\) we have necessarily \( x(t) \in B, \forall t \in \mathbb{R} \). Finally

\[
P^n(x(-nT)) = x(0) \in P^n(B_1),
\]

for all \( n \in \mathbb{N} \); we conclude that \( x(0) \in \mathcal{A} \).

We want to give conditions under which \( \mathcal{A} \) is necessarily homeomorphic to the circle. To this end we introduce the following hypothesis:

\[(H_2)\quad \text{Let } \mathcal{F} \text{ be a } (N - 1)\text{-dimensional subspace of } \mathbb{R}^N, \text{ such that } R \notin \mathcal{F}.
\]

Suppose that for each pair of distinct solutions \( x_1 \) and \( x_2 \) of (1) bounded on the cylinder we have \( x_1(0) - x_2(0) \notin \mathcal{F} \).

Assuming \((H_2)\), consider the projection \( Q \) over \( \mathcal{F} \), such that \( Ker Q = \text{span}\{R\} \) and the function

\[
\pi : \mathcal{C} \to \mathbb{T}^1 = \mathbb{R}/\mathbb{Z} \quad \pi(\mathcal{I}) = \frac{1}{\|R\|^2} (I - Q)(x)^*R.
\]

Observe that hypothesis \((H_2)\) essentially translates the injectivity of \( \pi/\mathcal{A} \) in terms of solutions of (1). Indeed we have the following Theorem.

**Theorem 2.2** If \((H_1)\) and \((H_2)\) are satisfied then \( \pi/\mathcal{A} : \mathcal{A} \to \mathcal{T}^1 \) is an homeomorphism from \( \mathcal{A} \) onto \( \mathcal{T}^1 \).

**Proof:** Using \((H_2)\) and the last Lemma we conclude that \( \pi/\mathcal{A} \) is one-to-one. It was proved in [14] that the inclusion \( i : \mathcal{A} \to \mathcal{C} \) induces an isomorphism on the Čech cohomology \( i^* : H^*(\mathcal{C}) \to H^*(\mathcal{A}) \). Since \( \pi/\mathcal{A} \) is an homeomorphism from \( \mathcal{A} \) onto its image, we conclude that \( \pi/\mathcal{A}(\mathcal{A}) \) has a non-trivial Čech cohomology, so \( \pi/\mathcal{A}(\mathcal{A}) = \mathbb{T}^1 \).
3 Verification of \((H_1)\)

We aim to apply the results of the last section to an equation like

\[ x' = Cx + J(t, x) \]  \hspace{1cm} (2)

where \( x \in \mathbb{R}^N, \) \( N \geq 2, \) and \( C \in M_{N \times N}(\mathbb{R}) \). Suppose that \( C \) has an eigenvalue \( \lambda_1 = 0 \) with associated eigenspace spanned by an unitary eigenvector \( R \), and all the other eigenvalues \( \lambda_i, \ i = 2, 3, \ldots, k \) (for some \( k \in \mathbb{N} \)) satisfy \( \text{Re}(\lambda_i) < 0 \). The function \( J : \mathbb{R} \times \mathbb{R}^N \to \mathbb{R}^N \) is assumed to be continuous and satisfying

\[ J(t, x + R) = J(t + T, x) = J(t, x), \]

for some positive constant \( T \). Finally, we will assume that the solutions exist and are uniquely determined by each set of initial conditions.

We will denote by \( \mathcal{F} \) an \( (N - 1) \)-dimensional subspace containing all the generalized eigenspaces associated to \( \lambda_i, \ i = 2, \ldots, k \) and such that \( \mathbb{R}^N = \text{span}\{R\} \oplus \mathcal{F} \). Consider the spectral projection \( Q \) over \( \mathcal{F} \) such that \( \ker Q = \text{span}\{R\} \).

**Lemma 3.1** Suppose that

\[ \text{Re}(\lambda_i) < \beta, \ i = 2, \ldots, k. \]  \hspace{1cm} (3)

for some \( \beta \in \mathbb{R} \). Then, there exists an inner product \( \langle \cdot, \cdot \rangle_g \) such that

\[ \langle Cx, x \rangle_g \leq \beta \|x\|_G^2, \ \forall x \in \mathcal{F}. \]

**Proof:** The proof can be easily adapted from a similar result in [2].

Let us denote by \( \Lambda = -\max\{\text{Re}(\lambda_i) : i = 2, \ldots, k\} \) the absolute value of the largest real part of the non-null eigenvalues.

**Lemma 3.2** If there exists constants \( c_1, c_2 \in \mathbb{R} \) and \( 0 \leq p < 1 \) such that

\[ \|J(t, x)\| \leq c_1 \|x\|^p + c_2, \]  \hspace{1cm} (4)

for every \( (t, x) \in \mathbb{R}^{N+1} \), then system (2) satisfies condition \((H_1)\).

**Proof:** Notice that from (4) and the periodicity of \( J \) we conclude that there exist a constant \( c_3 \) such that

\[ \|J(t, x)\| \leq c_1 \|Qx\|^p + c_3. \]
Applying the projection $Q$ to both sides of (2) and observing that $Q$ commutes with $C$, we obtain

$$Qx'(t) = CQx(t) + QJ(t, x(t)).$$

Since the conditions of the last Lemma are satisfied with $\beta = -\Lambda / 2$, consider an inner product $\langle \cdot, \cdot \rangle_G$ such that

$$\frac{d}{dt}\|Qx(t)\|_G^2 = 2 < CQx(t) + QJ(t, x(t)), Qx(t) >_G$$

$$\leq -\Lambda\|Qx(t)\|_G^2 + c_4\|Qx(t)\|_G^{p+1} + c_5\|Qx(t)\|_G,$$

for some constants $c_4$, $c_5$. For each $\rho > 0$ we will consider the set

$$B_\rho = \{x \in C/\|Qx\|_G^2 \leq \rho\}.$$ 

If we fix a sufficiently large $\rho_0$ in order that $-\Lambda \rho_0^2 + c_4 \rho^{p+1} + c_5 \rho < -1$, for every $\rho > \rho_0$, then given $\rho_1 > \rho_0$, if $\|Qx(t_0)\|_G^2 < \rho_1$ then $\|Qx(t)\|_G^2 < \rho_0$ for all $t > t_0 + \rho_1 - \rho_0$. We conclude that $(H_1)$ is satisfied with $B = B_{\rho_0}$.

### 4 An equation of pendulum type

We consider the equation

$$x'' + h(x)x' + g(t, x) = 0$$

(5)

where the damping coefficient $h : \mathbb{R} \to \mathbb{R}$ is an element in $C^1(\mathbb{R}/\mathbb{Z})$ and is strictly positive, say $0 < \min_{\mathbb{R}} h(x) = c$. The nonlinearity $g : \mathbb{R}^2 \to \mathbb{R}$ is continuous and satisfies the following periodicity conditions

$$g(t + T, x) = g(t, x) = g(t, x + 1),$$

for some positive constant $T$. Finally we will suppose that the solutions exist and are uniquely determined by each set of initial conditions.

If $H(x) = \int_0^x h(s)ds$ is a primitive of $h$, we can rewrite equation (5) as

$$\begin{align*}
y_1' &= y_2 - H(y_1) \\
y_2' &= -g(t, y_1)
\end{align*}$$

(6)

and $x$ is a solution of (5) iff $(x, x' + H(x))$ is solution of (6). If we denote $	ilde{h} = \int_0^1 h(s)ds$ then the equation above can be written as

$$\begin{pmatrix} y_1 \\ y_2 \end{pmatrix}' = \begin{pmatrix} -\tilde{h} & 1 \\ 0 & 0 \end{pmatrix} \begin{pmatrix} y_1 \\ y_2 \end{pmatrix} + \begin{pmatrix} \tilde{h}y_1 - H(y_1) \\ -g(t, y_1) \end{pmatrix}.$$ 

So (6) has the form of (1) with $R = (1, \tilde{h})^*$. Lemma 3.2 shows that the equation (6) satisfies $(H_1)$. 
Theorem 4.1 If there exists a constant $c_1$ such that
\[ c_1 < \frac{g(t, x) - g(t, y)}{x - y} < \frac{c^2}{4} \]
for each $(t, x, y) \in \mathbb{R}^3$, with $x \neq y$, then $\pi_{/A}$ is an homeomorphism from $A$ onto $T^1$.

**Proof:** Notice that we only need to show that equation (6) satisfies ($H_2$). Consider $F = \text{span}\{(-h, 1)\}$ and $Q$ the orthogonal projection over $F$ such that $\text{Ker}Q = \text{span}\{R\}$. Let $x = (x_1, x_2)$, $y = (y_1, y_2)$ be two distinct solutions of (6). The difference $(\xi, \eta) = x - y$ is solution of the linear equation
\[
\begin{cases}
\xi' = \eta - \alpha(t)\xi \\
\eta' = -\beta(t)\xi
\end{cases},
\]
where
\[
\alpha(t) = \begin{cases}
\frac{H(x_1(t)) - H(y_1(t))}{x_1(t) - y_1(t)} & \text{if } x_1(t) \neq y_1(t) \\
0 & \text{if } x_1(t) = y_1(t)
\end{cases}
\]
and
\[
\beta(t) = \begin{cases}
\frac{g(t, x_1(t)) - g(t, y_1(t))}{x_1(t) - y_1(t)} & \text{if } x_1(t) \neq y_1(t) \\
0 & \text{if } x_1(t) = y_1(t)
\end{cases}.
\]
Although $\alpha$ and $\beta$ are not necessarily continuous, they are measurable and bounded. Moreover, for each $t \in \mathbb{R}$ such that $x_1(t) \neq y_1(t)$ we have $\alpha(t) \geq c$ and $\beta(t) < \frac{c^2}{4}$. Observe that for each $t \in \mathbb{R}$ such that $\xi \neq 0$ the function $\gamma = \frac{\eta}{\xi}$ satisfies the Riccati equation
\[
\gamma' = -\gamma^2 + \alpha(t)\gamma - \beta(t).
\]
Since $\alpha$ and $\beta$ are bounded, there is a constant $M > 0$ such that $\gamma'(t) < 0$ whenever $\gamma(t) = M$. On the other hand, if $\gamma(t) = \frac{c}{2}$ then $\gamma'(t) > 0$. This shows that the orbits do not leave the shaded cone in figure 1. Supposing that the constant $M$ is such that $\alpha(t) < \frac{M}{2}$, for all $t \in \mathbb{R}$, we observe that:

- If $\eta < c\xi$ and $\xi \geq 0$ then $\xi' < 0$.
- If $\eta < \frac{M}{2}\xi$ and $\xi < 0$ then $\xi' < 0$.
- If $\eta > \frac{M}{2}\xi$ and $\xi \geq 0$ then $\xi' > 0$.
- If $\eta > c\xi$ and $\xi < 0$ then $\xi' > 0$. 
We can resume the information obtained in the figure 1. Suppose that $x(0) - y(0) = (\xi(0), \eta(0)) \in \mathcal{F}$. We have $(\xi(0), \eta(0)) \neq (0, 0)$ due to the fact that $x_1$ and $x_2$ are distinct solutions; we will assume that $(\xi(0), \eta(0))(-\overline{h}, 1)^* > 0$, the other case is similar. Therefore $\xi'(t) > 0$, for every $t \leq 0$, in particular $\xi(t) < \xi(0) < 0$, for every $t < 0$. Since $\eta(t) > \frac{c}{2}\xi(t) \forall t < 0$, we obtain

$$\xi'(t) = \eta(t) - \alpha(t)\xi(t) > \left(\frac{c}{2} - \alpha(t)\right)\xi(t) > -\frac{c}{2}\xi(0) > 0,$$

for every $t < 0$. Finally

$$(\xi(t), \eta(t))(-\overline{h}, 1)^* \geq \left(\frac{c}{2} - \overline{h}\right)\xi(t) \to +\infty$$

when $t \to -\infty$, which shows that $x(t) - y(t)$ (and consequently $x(t)$ or $y(t)$) are unbounded in the cylinder.

The estimation obtained in the last Theorem is similar to the estimations obtained in [6], [10] but refers to a more general type of equation. On the other hand the estimation for an equation with this kind of generality is optimal accordingly to [8] where it was proved that for each $\mathcal{H} > c^2/4$ there exists a nonlinearity $g \in C^\infty(\mathbb{R}/\mathbb{Z})$, $T_1 > 0$, and a forcing $p \in C(\mathbb{R}/T_1\mathbb{Z})$ such that $g' < \mathcal{H}$ and the attractor associated to the equation

$$x'' + cx' + g(x) = p(t)$$

is not homeomorphic to $\mathbb{T}^1$. An open and interesting problem is to find a similar optimal estimate for some classes of nonlinearities $g$, in particular to $g(x) = \sin(x)$. 

Figure 1:
5 Connections with the work of R. A. Smith

In [16], Russell A. Smith looking for sufficient conditions for the existence of periodic solutions for (1) in \( \mathbb{R}^N \) (without the periodicity of \( F \) on the second variable) and in particular stable periodic solutions, introduced the following condition:

\[
(H_3) \quad \text{Suppose that there exist } \lambda > 0, \epsilon > 0 \text{ and } P \text{ a symmetric matrix, with a negative eigenvalue and all the other eigenvalues positive, in such a way that for all } x_1, x_2 \in \mathbb{R}^n \text{ and } t \in \mathbb{R}, \]
\[
(x_1 - x_2)^*P[F(t, x_1) - F(t, x_2) + \lambda(x_1 - x_2)] \leq -\epsilon|x_1 - x_2|^2.
\]

We will show that, under our hypothesis of periodicity, \((H_3)\) implies \((H_2)\).

**Proposition 5.1** If system (1) satisfies \((H_3)\) then it also satisfies \((H_2)\).

**Proof.** Let \( \lambda_1 < 0 \) and \( \lambda_2, \ldots, \lambda_N > 0 \) be the eigenvalues of \( P \), counted accordingly to its multiplicity. Let \( V_1, V_2, \ldots, V_N \) be an orthogonal basis of eigenvectors of \( P \) associated to \( \lambda_1, \lambda_2, \ldots, \lambda_N \) respectively. Taking \( x_1 = R \) and \( x_2 = 0 \) in \((H_3)\) we obtain \( R^*PR \leq -\frac{\epsilon}{N}||R||^2 \), so we conclude that \( R \not\in \text{span}\{V_2, \ldots, V_N\} \). Define \( \mathcal{F} = \text{span}\{V_2, \ldots, V_N\} \) and \( Q \) the projection over \( \mathcal{F} \) such that \( \text{Ker} \ Q = \text{span}\{R\} \). Let \( x_1(t), x_2(t) \) be two distinct solutions of (1) bounded on the cylinder. Considering a constant \( C_1 \) in such a way that \( ||Q(x_1 - x_2)|| < C_1 \) and defining \( V(x) = x^*Px \), we will prove that the set

\[
A = \{x \in \mathbb{R}^N/||Q(x)|| < C_1 \text{ and } V(x) \geq 0\}
\]

is bounded. Indeed, if this is not the case then there exists a sequence in \( A \) that can be written as \( x_n = Q(x_n) + \alpha_n R \) with \( \alpha_n \) an unbounded sequence. On the other hand, denoting by \( | \cdot | \) the spectral norm of a matrix,

\[
0 \leq x_n^*Px_n = Q(x_n)^*PQ(x_n) + 2\alpha_n Q(x_n)^*PR + \alpha_n^2 R^*PR \leq C_1^2|P| + 2|\alpha_n|C_1|P||R|| - \alpha_n^2 \frac{\epsilon}{\lambda}||R||^2,
\]

which gives a contradiction.

Using \((H_3)\) we obtain

\[
\frac{d}{dt} \left( e^{2\lambda t}V(x_1(t) - x_2(t)) \right) \leq -2\epsilon e^{2\lambda t}|x_1(t) - x_2(t)|^2 < 0;
\]

so \( e^{2\lambda t}V(x_1(t) - x_2(t)) \) is a decreasing function. If by contradiction \( x_1(0) - x_2(0) \in \mathcal{F} \) then

\[
e^{2\lambda t}V(x_1(t) - x_2(t)) \geq V(x_1(0) - x_2(0)) > 0
\]
for all \( t < 0 \); so \( \{ x_1(t) - x_2(t), \ t < 0 \} \) is unbounded and a subset of \( A \) which is an absurd.

In the same paper [16] the author also gave conditions for a system of the type of \( (2) \) to satisfy condition \( (H_3) \) and by the last Theorem \( (H_2) \). From now on consider a system of the type of \( (2) \) and satisfying the assumptions assumed on section 3. For each \( \lambda \in ]0, \Lambda[ \) we have \( \det[C + \lambda I - iwI] \neq 0 \), for every \( w \in \mathbb{R} \), so we can consider the number

\[
\mu(\lambda) = \sup_{w \in \mathbb{R}} |[C + \lambda I - iwI]^{-1}|.
\]

We will say that \( J \) is \( K \)-Lipschitz in the second variable if

\[
\| J(t, x) - J(t, y) \| \leq K \| x - y \|
\]

for every \( (x, y, t) \in \mathbb{R}^{2N+1} \). The following result was proved in [15] and [16] in much more general conditions. For the convenience of the reader we will present a proof for this particular setting.

**Theorem 5.2** If \( J \) is \( K \)-Lipschitz in the second variable with \( K < \mu(\lambda)^{-1} \) for some \( \lambda \in ]0, \Lambda[ \), then \( (2) \) satisfies \( (H_3) \).

**Proof:** Notice that if we define \( V(x) = x^*Px \) then \( (H_3) \) is satisfied iff for every pair \( x_1, x_2 \), of solutions of \( (2) \) we have:

\[
\frac{d}{dt}[e^{2\lambda t}V(x_1(t) - x_2(t))] \leq -2\epsilon |x_1(t) - x_2(t)|^2 e^{2\lambda t}.
\]

Given an arbitrary pair of solutions of \( (2) \) \( x_1, x_2 \), the function \( X = x_1 - x_2 \) satisfies the equation

\[
X' = CX + M(t)X,
\]

where

\[
M(t) = \frac{1}{\|X\|^2}(J(t, x_1(t)) - J(t, x_2(t)))X^* \]

that by hypothesis satisfies \( |M(t)| \leq K \), for all \( t \in \mathbb{R} \).

We have

\[
\mu(\lambda)^{-2} = \inf_{w \in \mathbb{R}} \min \sigma\{(C + \lambda I - iwI)(C^* + \lambda I + iwI)\},
\]

so if we consider \( \gamma \in \mathbb{R} \) such that \( \mu(\lambda)^{-1} > \gamma^{-1} > K \) then the real matrix polynomial

\[
B(z) = \gamma^2(C^* + \lambda I + zI)(C + \lambda I - zI) - I
\]
is such that $B(z)^* = B(-z)$ and $B(i\omega)$ is positive definite for every $\omega \in \mathbb{R}$. A result of matrix theory (see [3], Theorem 4) shows that exists a real matrix polynomial $h(z) = C_1 + C_2z$ such that

$$B(z) = h^*(-z)h(z) \iff \begin{cases} 
\gamma^2(C^* + \lambda I)(C + \lambda I) - I = C_1^*C_1 \\
\gamma^2(C - C^*) = C_1^*C_2 - C_2^*C_1 \\
\gamma^2I = C_2^*C_2
\end{cases}.$$ 

Consider the symmetric matrix

$$P = -\gamma^2(C + \lambda I) - C_2^*C_1 = -\gamma^2(C^* + \lambda I) - C_1^*C_2.$$ 

If $Y = e^{\lambda t}X$, then $Y' = (C + \lambda I)Y + M(t)Y$ and

$$\frac{d}{dt}[e^{2\lambda t}V(X(t))] = (Y')^*PY + Y^*PY'$$

$$= (Y')^*(-\gamma^2(C + \lambda I) - C_2^*C_1)Y + Y^*(-\gamma^2(C^* + \lambda I) - C_1^*C_2)Y'$$

$$= \gamma^2[(Y^*(C^* + \lambda I) - (Y')^*)[(C + \lambda I)Y - Y'] - Y^*(C_1^* + (Y')^*C_2^*)C_2Y + C_2Y']$$

$$= \gamma^2(M(t)Y)'(M(t)Y) - Y^*Y - \|C_1Y + C_2Y'\|^2 \leq -(1 - \gamma^2(\sup_{t \in \mathbb{R}} |M(t)|)^2)\|Y\|^2.$$ 

We conclude that (7) is satisfied with $\epsilon = 1 - \gamma^2(\sup_{t \in \mathbb{R}} |M(t)|)^2 > 0$.

We could repeat the same argument to show that $(H_3)$ is satisfied with the same $P$, $\epsilon$, and $J \equiv 0$, i.e.

$$(x_1 - x_2)^*P(C + \lambda I)(x_1 - x_2) \leq -\epsilon|x_1 - x_2|^2,$$

for every $x_1, x_2 \in \mathbb{R}^N$. With $x_1 = x$ and $x_2 = x + h$ we obtain

$$h^*P(C + \lambda I)h \leq -\epsilon|h|^2.$$ 

So the symmetric matrix of the quadratic form $1/2(P(C + \lambda I) + (C^* + \lambda I)P)$ is negative definite. From the general inertia Theorem (see [4], p.445) we conclude that $-P$ and $C + \lambda I$ have the same number of eigenvalues with positive, null, and negative real part.

Given an equation of the type of (1) we can write it in the form (2) in many different ways and this will in general give distinct conditions for a system to satisfy $(H_3)$. As a consequence of the last Theorem, Proposition 5.1, and Theorem 2.2 we obtain:

**Theorem 5.3** If condition $(H_1)$ is satisfied and $J$ is $K$-Lipschitz in the second variable with $K < \mu(\lambda)^{-1}$ for some $\lambda \in [0, \Lambda]$, then $\pi_{/A}$ is an homeomorphism from $A$ onto $\mathbb{T}^1$. 
Some examples of application

In this section we consider a system of the type of (2) satisfying the hypothesis assumed in section 3 and moreover the eigenvalues of $C$ are $\lambda_1 = 0, \lambda_2, \ldots, \lambda_N$ that we will suppose to be real, written in decreasing order, and counted accordingly to its multiplicity. When the matrix $C$ is diagonal the number $\mu(\lambda)$ can be easily computed.

**Theorem 6.1** Suppose that condition $(H_1)$ is satisfied, there exists a non-singular matrix $M \in M_{N \times N}(\mathbb{R})$ such that 

$$MCM^{-1} = \text{diag}\{0, \lambda_2, \lambda_3, \ldots, \lambda_N\},$$

and the function $G(t, y) = MJ(t, M^{-1}y)$ is $K-$Lipschitz on the second variable with $K < -\frac{\lambda_2}{2}$. Then $\pi_{/A}$ is an homeomorphism from $A$ onto $T^1$.

**Proof:** The change of variables $y = Mx$ transform equation (2) in

$$y' = Dy + G(t, y)$$

where $D = \text{diag}\{0, \lambda_2, \lambda_3, \ldots, \lambda_N\}$. Notice that the equation above is of the type of (2). In particular

$$G(t, y) = G(t + T, y) = G(t, y + \tilde{R})$$

where $\tilde{R} = MR$.

For each $\lambda \in ]0, -\lambda_2[$ we have

$$\mu(\lambda) = \sup_{w \in \mathbb{R}} \left| \text{diag} \left( \frac{1}{iw - \lambda}, \frac{1}{iw - \lambda - \lambda_2}, \ldots, \frac{1}{iw - \lambda - \lambda_N} \right) \right|$$

$$= \sup_{w \in \mathbb{R}} \max \left\{ \frac{1}{\sqrt{w^2 + \lambda^2}}, \frac{1}{\sqrt{w^2 + (\lambda + \lambda_2)^2}} \right\} = \frac{1}{\min\{\lambda, -\lambda - \lambda_2\}}.$$ 

In particular

$$\mu \left( -\frac{\lambda_2}{2} \right)^{-1} = -\frac{\lambda_2}{2}. $$

We conclude by Theorem 5.2 and Proposition 5.1 that (8) satisfies $(H_2)$ whenever $K < -\lambda_2/2$. We claim that if (8) satisfies $(H_2)$ then (2) also satisfies $(H_2)$. Indeed, if $\mathcal{F}$ is an $(n - 1)-$dimensional subspace in the conditions of $(H_2)$ and given two solutions $x_1, x_2$ of (2) bounded in $C$ then $y_1 = Mx_1$ and $y_2 = Mx_2$ are bounded in the cylinder $\tilde{C}$ correspondent to equation (8), thus $y_1(0) - y_2(0) \not\in \mathcal{F}$ and then $x_1(0) - x_2(0) \not\in M^{-1}\mathcal{F}$. So system (2) satisfies condition $(H_2)$ with $\mathcal{F} = M^{-1}\mathcal{F}$. The result follows from Theorem 2.2.
6 SOME EXAMPLES OF APPLICATION

6.1 Example 1

When the matrix $C$ is symmetric we can easily compute the Lipschitz constant of $G$. Consider for example the particular case of equation (2) with $C$ an $N \times N$, $N \geq 3$ matrix with the form

$$C = -\nu \begin{pmatrix} 1 & -1 & 0 \\ -1 & 2 & -1 \\ & \ddots & \ddots & \ddots \\ & & -1 & 2 & -1 \\ 0 & & & -1 & 1 \end{pmatrix},$$

(9)

where $\nu > 0$. The autonomous case $J(t, x) = (w_1 - \sin(x_1), \ldots, w_N - \sin(x_N))$ was studied in [13], where the existence of an unidimensional attractor was proved for every $\nu > 0$. The matrix $C$ is symmetric and its eigenvalues are

$$-4\nu \sin^2 \left( \frac{(j-1)\pi}{2N} \right), \ j = 1, \ldots, N.$$

The non-autonomous case is treated in the next Theorem.

**Theorem 6.2** If condition $(H_1)$ is satisfied and $J$ is $K$–Lipschitz on the second variable with

$$K < 2\nu \sin^2 \left( \frac{\pi}{2N} \right),$$

then $\pi/A$ is an homeomorphism from $A$ onto $T^1$.

**Proof:** Let $M$ be an orthogonal matrix such that $MCM^{-1}$ is diagonal and have on its diagonal entries the eigenvalues of $C$. Obviously $G(t, y) = MJ(t, M^{-1}y)$ is also $K$–Lipschitz on the second variable, so the result follows by the last Theorem.

6.2 Example 2

For each $N \geq 2$ consider the system in $\mathbb{R}^N$

$$u'' + \gamma u' + Au + S(t, u) = 0,$$

(10)

where $\gamma$ is a positive constant called the friction coefficient and $A \in M_{N \times N}(\mathbb{R})$ is a symmetric matrix with eigenvalues $\alpha_1 = 0$, and $\alpha_i > 0$, $i = 2, \ldots, N$ (written in increasing order and counted according to its multiplicity). Let us suppose that $Ker A = \text{span}\{\eta\}$. Moreover, $S : \mathbb{R} \times \mathbb{R}^N \to \mathbb{R}^N$ is continuous and such that $S(t, u + \eta) = S(t + T, u) = S(t, u)$ for some $T > 0$. As usual
we will assume that the solutions exists and are unique for each set of initial conditions and vary continuously with them. This kind of equation appear for example as a model of coupled forced pendula or as a discretization of the sine-Gordon equation.

System (10) can be written in the form of (2) with $x = (u, v)^* \in \mathbb{R}^{2N}$,

$$C = \begin{pmatrix} 0 & I_N \\ -A & -\gamma I_N \end{pmatrix}, \quad J(t, x) = \begin{pmatrix} 0 \\ -S(t, u) \end{pmatrix}. $$

Notice that $J(t, x + R) = J(t, x)$ with $R = (\eta, 0)^* \in \mathbb{R}^{2N}$ and $R \in \text{Ker} C$. Since $A$ is symmetric, we can take an orthonormal basis \{ $\eta, \eta_2, \eta_3, \ldots, \eta_N$ \} of eigenvalues of $A$, associated to $\alpha_1 = 0, \alpha_2, \alpha_3, \ldots, \alpha_N$, respectively. If $P_1 = (\eta^* | \eta_2^* | \ldots | \eta_N^*)$ is the $N \times N$ matrix whose columns are formed by the eigenvectors of $A$ then $P_1^* = P_1^{-1}$ and $P_1^* A P_1 = \text{diag}(0, \alpha_2, \ldots, \alpha_N)$. On the other hand if $P_2 = \begin{pmatrix} P_1^* & 0 \\ 0 & P_1^* \end{pmatrix}$, then $P_2 C P_2^{-1} = \begin{pmatrix} 0 & I_N \\ -\text{diag}(0, \alpha_2, \ldots, \alpha_N) & -\gamma I_N \end{pmatrix}$.

The matrix $P_3$ associated to the linear operator

$$P_3 : \mathbb{R}^{2N} \to \mathbb{R}^{2N}$$

$$(u_1, u_2, \ldots, u_N, v_1, v_2, \ldots, v_N) \to (u_1, v_1, u_2, v_2, \ldots, u_N, v_N)$$

is such that

$$P_3 P_2 C P_2^{-1} P_3^{-1} = \begin{pmatrix} 0 & 1 & \cdots & 0 \\ 0 & -\gamma & \cdots & 0 \\ \vdots & \ddots & \ddots & \vdots \\ 0 & \cdots & 0 & -\gamma \end{pmatrix}. $$

For each box $A_i = \begin{pmatrix} 0 & 1 \\ -\alpha_i & -\gamma \end{pmatrix}$, $i = 1, \ldots, N$ (we will suppose from now on that $\alpha_N < \gamma^2/4$ in order that the eigenvalues of $C$ are real) the matrices

$$M_i = \begin{pmatrix} \frac{1}{\sqrt{2}\sqrt{\gamma^2 - 4\alpha_i}} & \frac{1}{\sqrt{2}\sqrt{\gamma^2 - 4\alpha_i}} \\ -\frac{1}{2\sqrt{2}\sqrt{\gamma^2 - 4\alpha_i}} + \frac{1}{2\sqrt{2}} & -\frac{1}{2\sqrt{2}\sqrt{\gamma^2 - 4\alpha_i}} - \frac{1}{2\sqrt{2}} \end{pmatrix}$$
\[ M_i^{-1} = \begin{pmatrix} \frac{\gamma}{\sqrt{2}} + \frac{\sqrt{\gamma^2 - 4\alpha_i}}{\sqrt{2}} & \sqrt{2} \\ -\frac{\gamma}{\sqrt{2}} + \frac{\sqrt{\gamma^2 - 4\alpha_i}}{\sqrt{2}} & -\sqrt{2} \end{pmatrix} \]

are such that

\[ M_i^{-1} A_i M_i = \text{diag} \left( -\frac{\gamma}{2} + \frac{\sqrt{\gamma^2 - 4\alpha_i}}{2}, -\frac{\gamma}{2} - \frac{\sqrt{\gamma^2 - 4\alpha_i}}{2} \right). \]

We conclude that

\[ P_4 = \begin{pmatrix} M_1^{-1} & 0 & \cdots & 0 \\ \vdots & \ddots & \ddots & \vdots \\ 0 & \cdots & M_N^{-1} \end{pmatrix}. \] (11)

is such that \( P_4 P_3 P_2 C P_1^{-1} P_3^{-1} P_4^{-1} \) is diagonal and have on its diagonal entries the eigenvalues of \( C \). Notice that if \( \alpha_N < \gamma^2 / 4 \) the non-null eigenvalues of \( C \) are all real and negative. Moreover, the largest non-null eigenvalue of \( C \) is \(-\gamma/2 + \sqrt{\gamma^2 - 4\alpha_2}/2\). Our next goal will be to compute the Lipschitz constant of \( G(t, y) = P_4 P_3 P_2 J(t, P_1^{-1} P_2^{-1} P_3^{-1} P_4^{-1} y) \).

**Lemma 6.3** Suppose that \( \alpha_N < \gamma^2 / 4 \). If \( y = (0, v) \in \mathbb{R}^{2N} \) then \( \| P_4 P_3 y \| = 2\| v \| \) and for each \( y = (u, v) \in \mathbb{R}^{2N} \) we have

\[ \| P_4 P_3 y \| \geq \sqrt{\gamma^2 - 4\alpha_N} \| u \|. \]

**Proof:** The first equality is a straightforward consequence of the form of (11). Given \( y = (u, v) \in \mathbb{R}^{2N} \) then

\[ \| P_4 P_3 y \| = \| P_4 (\eta u, \eta v, \eta_2 u, \eta_2 v, \ldots, \eta_N u, \eta_N v) \| = \sqrt{\left( \frac{\gamma}{\sqrt{2}} + \frac{\sqrt{\gamma^2 - 4\alpha_1}}{\sqrt{2}} \right) \eta u + 2\eta v, \left( -\frac{\gamma}{\sqrt{2}} + \frac{\sqrt{\gamma^2 - 4\alpha_1}}{\sqrt{2}} \right) \eta u - 2\eta v, \ldots} \]

\[ = \sqrt{\left( \gamma^2 - 4\alpha_1 \right) (\eta u)^2 + 4 \left( \frac{\gamma}{2} \eta u + \eta v \right)^2 + \ldots} \geq \sqrt{\left( \gamma^2 - 4\alpha_1 \right) (\eta u)^2 + \ldots + \left( \gamma^2 - 4\alpha_N \right) (\eta_N u)^2} \geq \min_{i=1,\ldots,N} \sqrt{\gamma^2 - 4\alpha_i} \| P_i^* u \| = \sqrt{\gamma^2 - 4\alpha_N} \| u \| \]

(remember that \( \alpha_N \) is the largest of the eigenvalues of \( A \)).

We can finally prove the central Theorem of this example.
Theorem 6.4 Suppose that \((H_1)\) is satisfied, \(\alpha_N < \gamma^2/4\) and \(S\) is \(K\)-Lipschitz on the second variable. If

\[
K < \frac{\sqrt{\gamma^2 - 4\alpha_N} (\gamma - \sqrt{\gamma^2 - 4\alpha_2})}{8}
\]

then \(\pi/A\) is an homeomorphism from \(A\) onto \(T^1\).

Proof: By Theorem 6.1 we only need to show that the Lipschitz constant of \(G(t,y)\) on the second variable is less than \(\frac{\gamma}{4} - \sqrt{\gamma^2 - 4\alpha_2}/4\). For each \(y = P_4P_3P_2(u,v), y' = P_4P_3P_2(u',v') \in \mathbb{R}^{2N}\) and \(t \in \mathbb{R}\), we obtain by the last Lemmas

\[
\|G(t,y) - G(t,y')\| = \|P_4P_3P_2(0, -S(t,u) + S(t,u'))\| = 2\|S(t,u) - S(t,u')\| \\
\leq 2K\|u-u'\| \leq \frac{\sqrt{\gamma^2 - 4\alpha_N}}{4} (\gamma - \sqrt{\gamma^2 - 4\alpha_2})\|u-u'\| \leq \frac{\gamma - \sqrt{\gamma^2 - 4\alpha_2}}{4}\|y-y'\|.
\]

All the preceding argument could be repeated with minor modifications to include the case \(N = 1\). In this way we could recover the results of section 4 for the particular case \(h \equiv c\).

The particular case where \(A\) is of the type of (9) and

\[
S(t,u) = (\sin(u_1) - w_1, \ldots, \sin(u_N) - w_N)
\]

with \((w_1, \ldots, w_N) \in \mathbb{R}^N\) was studied in [12], where the existence of an attractor homeomorphic to the circle was proved using different methods.

6.3 Example 3

Consider the ordinary differential equation

\[
x^{(N)} + a_{N-1} x^{(N-1)} + \ldots + a_2 x'' + a_1 x' = g(t, x, x', \ldots, x^{N-1}) (12)
\]

where \(g : \mathbb{R}^{N+1} \to \mathbb{R}\) is a continuous function. Writing \(y = (x, x', \ldots, x^{N-1})^*\), we will suppose that

\[
g(t + T, y) = g(t, y) = g(t, y + (1, 0, \ldots, 0)^*),
\]

for some \(T > 0\). As usual we will suppose that \(g\) is such that there is existence and uniqueness of solution for each set of initial conditions

\[
x^{(N-1)}(t_0) = x_{N-1}, \ldots, x''(t_0) = x_2, x'(t_0) = x_1, x(t_0) = x_0.
\]
We can write the equation above as a system of the form of (2) where
\[
C = \begin{pmatrix}
0 & 1 & 0 & \cdots & 0 \\
0 & 0 & 1 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & 0 & \cdots & 1 \\
0 & -a_1 & -a_2 & \cdots & -a_{N-1}
\end{pmatrix}
\]
and
\[
J(t, y) = \begin{pmatrix}
0 \\
0 \\
\vdots \\
0 \\
g(t, y)
\end{pmatrix}.
\]

The matrix \( C \) has the eigenvalue \( \lambda_1 = 0 \) with associate eigenvector \((1, 0, \ldots, 0)^*\).
We will suppose that all the roots of the polynomial
\[
\lambda^{N-1} + a_{N-1}\lambda^{N-2} + \ldots + a_2\lambda + a_1
\]
are real, negative, and with multiplicity one. In other words, the non-null eigenvalues of \( C \lambda_2, \lambda_3, \ldots, \lambda_N \) are real, negative, and distinct (we suppose that they are written in decreasing order). Each of these eigenvalues has \((1, \lambda_i, \lambda_i^2, \ldots, \lambda_i^{N-1})^*\) as an eigenvector, so the matrix
\[
P = \begin{pmatrix}
1 & 1 & 1 & \cdots & 1 \\
0 & \lambda_2 & \lambda_3 & \cdots & \lambda_N \\
0 & \lambda_2^2 & \lambda_3^2 & \cdots & \lambda_N^2 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & \lambda_2^{N-1} & \lambda_3^{N-1} & \cdots & \lambda_N^{N-1}
\end{pmatrix}
\]
is such that
\[
P^{-1}CP = diag(0, \lambda_2, \ldots, \lambda_N).
\]
The matrix \( P \) is the so-called Vandermonde’s matrix and is well known in the polynomial interpolation theory. Indeed, the equation \( P^*x = y \) is equivalent to the existence of a polynomial of order \( N - 1 \) satisfying
\[
L(0) = y_1, \ L(\lambda_2) = y_2, \ldots, \ L(\lambda_N) = y_N.
\]
\( L \) is called the Lagrange interpolation polynomial and its uniqueness depends of the determinant
\[
det P = \prod_{i,j=1}^{N} (\lambda_i - \lambda_j).
\]
Since we are assuming that the eigenvalues \( \lambda_i \)'s are all different, the last determinant is different from zero.
In spite of the fact that the matrix \( P \) has an inverse, it is not easy to compute it. Nevertheless the polynomial \( L \) can be written as
\[
L(t) = y_1L_1(t) + y_2L_2(t) + \ldots + y_NL_N(t)
\]
where for each $i = 1, \ldots, N$,

$$L_i(t) = \frac{\prod_{j=1}^{N} (t - \lambda_j)}{\prod_{j \neq i}^{N} (\lambda_i - \lambda_j)}.$$ 

The following vector will play a fundamental role in what follows

$$\Omega = \begin{pmatrix} 1 \\ \prod_{j \neq 1}^{N} (\lambda_1 - \lambda_j) \\ \prod_{j \neq 2}^{N} (\lambda_2 - \lambda_j) \\ \vdots \\ \prod_{j \neq N}^{N} (\lambda_N - \lambda_j) \end{pmatrix}.$$ 

**Lemma 6.5** Given $x = (0, 0, \ldots, 0, x_N)^* \in \mathbb{R}^N$, we have $P^{-1}x = x_N\Omega$.

**Proof:** Let $x = (0, 0, \ldots, 0, x_N)^* \in \mathbb{R}^N$ and $y \in \mathbb{R}^N$, then

$$(P^{-1}x)^* y = x^*(P^{-1})^* y$$

is the product of $x_N$ by the coefficient of the $(N - 1)'$th term of $L(t)$, that is

$$\sum_{i=1}^{N} \frac{y_i}{\prod_{j \neq i}^{N} (\lambda_i - \lambda_j)}.$$ 

So

$$(P^{-1}x)^* y = x_N \sum_{i=1}^{N} \frac{y_i}{\prod_{j \neq i}^{N} (\lambda_i - \lambda_j)} = x_N \Omega^* y.$$ 

Since $y$ is arbitrary we obtain the result.

The following Theorem gives a sufficient condition for the existence of an attractor homeomorphic to the circle.

**Theorem 6.6** Suppose that $(H_1)$ is satisfied and $g$ is $K$–Lipschitz on $y$. If

$$K < \frac{-\lambda_2}{2\|\Omega\|\|P\|},$$

Then $\pi_{/\mathcal{A}}$ is an homeomorphism from $\mathcal{A}$ onto $\mathbb{T}^1$. 
Proof: By Theorem 6.1 we only need to show that the Lipschitz constant of \(G(t, y) = P^{-1}J(t, Py)\) is less than \(-\frac{\lambda_2}{2}\). If \(x' = Px, \ y' = Py \in \mathbb{R}^N\) then, by the last Lemma,

\[
\|G(t, x) - G(t, y)\| = \|P^{-1}(0, \ldots, 0, g(t, x') - g(t, y'))\|
\]

\[
= \|\Omega\| |g(t, x') - g(t, y')| \leq K\|\Omega\||x' - y'|
\]

\[
= K\|\Omega\| |PP^{-1}(x' - y')| \leq K\|\Omega\||P||x - y| \leq -\frac{\lambda_2}{2}\|x - y|,
\]

for each \(t \in \mathbb{R}\).

We remark that in the special case where \(g\) only depend on \(x\), R. A. Smith in the last section of [16] gave a circle criterion for equation (12) to satisfy \((H_3)\) that seems to give sharper estimates than the last Theorem.

As an example of application we can consider the equation

\[
\begin{align*}
    x'' + c_1 x' + \sin(x) &= p(t) \\
y'' + c_2 y' + y &= x
\end{align*}
\]

that is a model for a spring with friction driven by the motion of a pendulum with friction that is forced by a periodic force \(p(t)\). The function \(y\) satisfies the fourth order equation

\[
y^{(4)} + (c_1 + c_2)y'' + (1 + c_1 c_2)y'' + c_1 y' = -\sin(y'' + c_2 y' + y) + p(t),
\]

that is of the type of (12). If \(c_2 > 2, \ c_1 > 0\) then the roots of \(\lambda^3 + (c_1 + c_2)\lambda^2 + (1 + c_1 c_2)\lambda + c_1\) are the negative real numbers \(-c_1\), and \(-\frac{c_2 \pm \sqrt{c_2^2 - 4}}{2}\); so the last Theorem can be applied.
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